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1

Infroduction

The number and diversity of water-related challenges are large and are expected to increase in the future
(Wagener et al., 2010; Lall, 2014). Even today, the ideal condition of having the appropriate amount of
good-quality water at the desired place and time is most often not satisfied (Biswas and Tortajada, 2010;
Droogers and Bouma, 2014). It is likely that climate variability and change will intensify food insecurity
by water shortages (Wheeler and von Braun, 2013), loss of access to drinking water (Rockstréom et al.,
2012), and increased risk of natural hazards from floods and soil erosion. Current and future water-
related challenges are location and time specific and can vary from impact of glacier dynamics
(Immerzeel et al., 2012b), economic and population growth (Droogers et al., 2012), floods or extended
and more prolonged droughts (Dai, 2011), amongst others.

In response to these challenges, hydrologists and water resource specialists are developing modeling
tools to analyze, understand and explore solutions to support decision makers and operational water
managers (Pechlivanidis et al., 2011). Despite difficulties in connecting the scientific advances in
hydrological modeling with the needs of decision makers and water managers, progress has been made
and there is no doubt that modeling tools are indispensable in what is called good “water governance”
(Droogers and Bouma, 2014; Liu et al., 2008).

The strength of hydrological models is that they can provide output at high temporal and spatial
resolutions, and for hydrological processes that are difficult to observe on the large scale that they are
generally applied on (Bastiaanssen et al., 2007). The most important aspect of applying models is in
their use in exploring different scenarios, expressing for example, possible effects of changes in
population and climate on the water cycle (Droogers and Aerts, 2005). Models are also applied at the
operational level to explore interventions (management scenarios) to be used by water managers and
policy makers. Examples of this are changes in reservoir operation rules, water allocation between
sectors, investment in infrastructure such as water treatment or desalination plants, and agricultural and
irrigation practices. In other words: models enable hydrologists and water managers to change focus
from a re-active towards a pro-active approach.

Over the past decades, the land surface and hydrologic communities have made substantial progress in
understanding the spatial presentation of fluxes of water and energy (Abbott et al., 1986; Wigmosta et
al., 1994; VanderKwaak and Loague, 2001; Rigon et al., 2006). Their efforts have led to the development
of well-known hydrological models, such as, e.g., VIC (Liang et al., 1994, 1996), SWAT (Neitsch et al.,
2009), TOPKAPI-ETH (Finger et al., 2011; Ragettli and Pellicciotti, 2012; Ragettli et al., 2014, 2015),
LISFLOOD (Van Der Knijff et al., 2010), SWIM (Krysanova et al., 2015, 1998, 2000), HYPE (Lindstrém
et al., 2010), mHM (Samaniego et al., 2010), PCR-GLOBWB (van Beek and Bierkens, 2008; Bierkens
and van Beek, 2009; Wada et al., 2010; Sperna Weiland et al., 2010), MIKE-SHE (Refshaard and Storm,
1995; Oogathoo et al., 2008; Deb S.K. and Shukla M.K., 2011) and GEOtop (Rigon et al., 2006; Endrizzi
et al., 2011, 2014) amongst others. The number of existing hydrological models is probably in the tens
of thousands (Droogers and Bouma, 2014). Some existing model reviews cover a substantial number of
models: IRRISOFT (Irrisoft, 2014): 114; USGS (2014): 110; (EPA, 2014): 211; USACE (HEC, 2014): 18.

All these hydrological models are different with respect to (i) the number and detail of hydrological
processes that are integrated, (ii) their field and (iii) scale of application, and (iv) the way they are
implemented. Whereas, for example, the SWIM (Krysanova et al., 2015, 1998, 2000) and HYPE
(Lindstrom et al., 2010) models both include all major hydrological processes, the SWIM model is
typically developed for large-scale (large river basins to continental) applications, and the HYPE model
operates on the sub-basin scale. Therefore, these models contain less detail, in contrast to fully
distributed models operating at grid level, such as, e.g., GEOtop (Rigon et al., 2006; Endrizzi et al., 2014,
2011) and TOPKAPI-ETH (Finger et al., 2011; Ragettli et al., 2015, 2014; Ragettli and Pellicciotti, 2012).



Models like, e.g., MIKE-SHE (Refshaard and Storm, 1995; Oogathoo et al., 2008; Deb S.K. and Shukla
M.K., 2011) and LISFLOOD (Van Der Knijff et al., 2010) have the advantage of being flexible in terms of
the spatial and temporal resolutions, but their disadvantages are that they do not include glacier
processes and that they are not open source and therefore not available to the larger community.

It is clear that all these models have their pros and cons in terms of (i) processes integrated, (ii) field of
application, (iii) scale of application, and (iv) implementation. Table 1 shows the pros and cons of some
well-known hydrological models, including the Spatial Processes in HYdrology (SPHY) model. Over the
last couple of years, we have developed the SPHY model, and improved its usefulness by applying the
model in various research projects. SPHY has been developed with the explicit aim of simulating
terrestrial hydrology under various physiographical and hydroclimatic conditions by integrating key
components from existing and well-tested models: HydroS (Droogers and Immerzeel, 2010), SWAT
(Neitsch et al., 2009), PCR-GLOBWB (van Beek and Bierkens, 2008; Bierkens and van Beek, 2009;
Wada et al., 2010; Sperna Weiland et al., 2010), SWAP (van Dam et al., 1997) and HimSim (Immerzeel
et al.,, 2012b). Based on Table 1 it is clear that SPHY (i) integrates most hydrologic processes, including
glacier processes, (ii) has the flexibility to study a wide range of applications, including climate and land
use change impacts, irrigation planning, and droughts, (iii) can be used for catchment- and river-basin-
scale applications as well as farm- and country-level applications, and has a flexible spatial resolution,
and (iv) can easily be implemented. Implementation of SPHY is relatively easy because (i) it is open
source, (i) input and output maps can directly be used in GIS, (iii) it is set up modular in order to switch
on/off relevant/irrelevant processes and thus decreases model run time and data requirements, (iv) it
needs only daily precipitation and temperature data as climate forcing, (v) it can be forced with remote
sensing data, and (vi) it uses a configuration file that allows the user to change model parameters and
choose the model output that needs to be reported.

Assessing the impacts of environmental change on soil erosion and sediment yield at the large
catchment scale remains one of the main challenges in soil erosion modelling (de Vente et al., 2013a;
Poesen, 2018). Most soil erosion and sediment yield models adopt simplified model formulations, are
applied at low temporal resolutions, and often only partly represent the impacts of changes in land use
or climate conditions. This often leads to unreliable results that do not sufficiently increase process
understanding or support decision-making (de Vente et al., 2013b). From the available soil erosion
models, process-based models aim to incorporate the most relevant processes driving soil detachment,
sediment transport and deposition, see (Morgan, 2005) for an overview of process-based models.
Process-based models often run at small spatial (hillslope to small catchment) and temporal scales (sub-
hourly to daily time steps) and require detailed input data, such as (sub-)hourly precipitation and
topographic data, and incorporate a large number of calibration parameters management (Govers,
2011). At larger scales, soil erosion is often assessed using empirical erosion models, see (de Vente et
al., 2013) for an overview. These models are derived from field studies where soil erosion has been
observed under different land use, management, soil, climate, and topographical conditions. The best-
known and applied empirical model is the Universal Soil Loss Equation (Wischmeier and Smith, 1978)
and its derivatives RULSE (Renard et al., 1997) and MUSLE (Williams, 1995). While the empirical
formulations of the USLE were obtained at plot-scale, the model is often applied at much larger scales,
sometimes in combination with a sediment transport capacity equation or a sediment delivery ratio to
assess sediment yield (Van Rompaey et al., 2001; de Vente et al., 2008). Due to its simplicity, the USLE
can be applied with a relatively limited amount of input data. However, their main restriction is the limited
number of processes accounted for (e.g. the USLE and RUSLE based models only consider sheet and
rill erosion) and the limited potential to evaluate the impacts of changes in climate and land management
(Govers, 2011; de Vente et al., 2013b). Furthermore, these models are typically applied at annual time
steps, largely neglecting intra-annual variation of climate and vegetation conditions.

Most current soil erosion models have a limited potential for application at larger temporal and spatial
scales (i.e. process-based models) or lack sufficient representation of the underlying soil detachment



and sediment transport processes and sensitivity to changes in land use or climate (i.e. empirical
models), making them of limited use for scenario studies and process understanding. We have extended
the SPHY model with a soil erosion module based on the process-based Morgan-Morgan-Finney erosion
model (Morgan and Duzant, 2008) that allows evaluating the impacts of land use, land management and
climate conditions on erosion and sediment yield from local to regional scales (Eekhout et al., 2018b).

The objectives of this manual are:
Introduce and present the SPHY model (v3.1)
Present the SPHY model (v3.1) theory and demonstrate some typical applications
Provide the steps that are required to install the SPHY model as a standalone application
Learn how-to prepare model data for a SPHY model for your own area of interest

The model source code is in the public domain (open access) and can be obtained from the SPHY model
website free of charge (www.sphymodel.com). The three peer-reviewed open-access publications of the
SPHY model can be found at hitps:/doi.org/10.5194/gmd-8-2009-2015 (Terink et al., 2015c),
https://doi.org/10.1029/2020WR029266 (Khanal et al., 2021) and https://doi.org/10.5194/esurf-6-687-
2018 (Eekhout et al., 2018b).
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2 Theory

2.1

Background

SPHY is a spatially distributed leaky bucket type of model, and is applied on a cell-by-cell basis. The
main terrestrial hydrological processes are described in a conceptual way so that changes in storages
and fluxes can be assessed adequately over time and space. SPHY is written in the Python programming
language using the PCRaster (Karssenberg et al., 2001, 2010; Karssenberg, 2002; Schmitz et al., 2009,
2013) dynamic modeling framework.

SPHY is grid based and cell values represent averages over a cell (Figure 1). For glaciers, sub-grid
variability is taken into account: a cell can be glacier free, partially glacierized, or completely covered by
glaciers. The cell fraction not covered by glaciers consists of either land covered with snow or land that
is free of snow. Land that is free of snow can consist of vegetation, bare soil, or open water. The dynamic
vegetation module accounts for a time-varying fractional vegetation coverage, which affects processes
such as interception, effective precipitation, and potential evapotranspiration. Figure 2 provides a
schematic overview of the SPHY modeling concepts.

Glacfrac b) Glacfrac =1

c2)

Land covered with snow

1-Glacq, =1

Figure 1: lllustration of SPHY sub-grid variability. A grid cell in SPHY can be (a) partially covered with
glaciers, or (b) completely covered with glaciers, or (c1) free of snow, or (c2) completely covered with snow.
In the case of (c1), the free land surface can consist of bare soil, vegetation, or open water.
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Figure 2: SPHY modeling concepts. Abbreviations are explained in the text.

The soil column structure is similar to VIC (Liang et al., 1994, 1996), with two upper soil storages and a
third groundwater storage. Their corresponding drainage components are surface runoff, lateral flow and
baseflow. SPHY simulates for each cell precipitation in the form of rain or snow, depending on the
temperature. Precipitation that falls on land surfaces can be intercepted by vegetation and evaporated
in part or whole. The snow storage is updated with snow accumulation and/or snowmelt. A part of the
liquid precipitation is transformed in surface runoff, whereas the remainder infiltrates into the soil. The
resulting soil moisture is subject to evapotranspiration, depending on the soil properties and fractional
vegetation cover, while the remainder contributes to river discharge by means of lateral flow from the
first soil layer, and baseflow from the groundwater layer.

Melting of glacier ice contributes to the river discharge by means of a slow and fast component, being
(i) percolation to the groundwater layer that eventually becomes baseflow, and (ii) direct runoff. The cell-
specific runoff, which becomes available for routing, is the sum of surface runoff, lateral flow, baseflow,
snowmelt and glacier melt.

If no lakes are present, then the user can choose a simple flow accumulation routing scheme: for each
cell, the accumulated amount of water that flows out of the cell into its neighboring downstream cell is
calculated. This accumulated amount is the amount of water in the cell itself plus the amount of water in
upstream cells of the cell, and is calculated using the flow direction network. If lakes are present, then
the fractional accumulation flux routing scheme is used; depending on the actual lake storage, a fraction
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of that storage becomes available for routing and is extracted from the lake, while the remaining part
becomes the updated actual lake storage. The flux available for routing is routed in the same way as in
the simple flow accumulation routing scheme.

As input, SPHY requires static data as well as dynamic data. For the static data, the most relevant are
digital elevation model (DEM), land use type, glacier cover (including differentiation in debris-free and
debris-covered ice surfaces), lakes/reservoirs and soil characteristics. The main dynamic data consist of
climate data, such as precipitation, temperature, and reference evapotranspiration. Since SPHY is grid
based, optimal use of remote sensing data and global data sources can be made. For example, the
Normalized Difference Vegetation Index (NDVI) (Tucker, 1979; Carlson and Ripley, 1997; Myneni and
Williams, 1994) can be used to determine the leaf-area index (LAI) in order to estimate the growth stage
of land cover. For setting up the model, streamflow data are not necessary. However, to undertake a
proper calibration and validation procedure, flow data are required. The model could also be calibrated
using actual evapotranspiration, soil moisture contents, and/or snow-covered area (SCA). Section 3.2
contains an example application in which the SPHY model has been calibrated using MODIS snow cover
images. An overview of the adjustable SPHY model parameters is shown in Appendix 1 (Table 25).

The soil erosion model is based on the Modified MMF model (Morgan and Duzant, 2008). Total soil
erosion is calculated from detachment by raindrop impact and detachment by runoff, considering within
cell deposition. Detachment of soil particles from raindrop impact is determined from the total rainfall
energy, which is determined for direct throughfall and leaf drainage, respectively. Detachment of soil
particles by runoff is determined from the accumulated runoff from the hydrological model. Both soil
erosion equations account for the fraction of the soil covered by stones and vegetation or snow and are
determined separately for three texture classes (sand, silt, clay). Within cell deposition is calculated as
a function of vegetation and surface roughness. The remainder of the detached sediment is taken into
transport.

The SPHY model provides a wealth of output variables that can be selected based on the preference of
the user. Spatial output can be presented as maps of all the available hydrological processes, i.e., actual
evapotranspiration, runoff generation (separated by its components), and groundwater recharge, and
storage components, i.e. root zone water content, snow storage, groundwater storage, and canopy
storage. These maps can be generated on a daily basis, but can also be aggregated at monthly or annual
time periods and as long-term monthly averages or sums. Time series can be generated for each cell in
the study area. Time series often used are streamflow, actual evapotranspiration and recharge to the
groundwater.

Modules

SPHY enables the user to turn on/off modules (representing groups of hydrological processes) that are
relevant/irrelevant to the area of interest. This concept is very useful if the user is studying hydrological
processes in regions where not all hydrological processes are relevant. A user may for example be
interested in studying irrigation water requirements in central Africa. For this region, glacier and snow
melting processes are irrelevant, and can thus be switched off. The advantages of turning off irrelevant
modules are two-fold: (i) decrease model run time, and (ii) decrease the number of required model input
data. It should be noted, however, that the hydrologic model structure should be specific to the
catchment’s characteristics (Pomeroy et al., 2007; Clark et al., 2008; Niu et al., 2011; Essery et al., 2013;
Clark et al., 2015a, b). It is therefore essential that the user knows which catchment characteristics and
processes should be included in their modeling framework.

Figure 3 represents an overview of the six modules available: glaciers, snow, groundwater, dynamic
vegetation, simple routing, lake/reservoir routing, soil erosion and sediment transport. Most modules can
run independently of each other, except for the glacier, sediment transport and soil erosion modules. If
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glaciers are present, then snow processes are relevant as well (Verbunt et al., 2003; Singh and Kumar,
1997).

Since melting glacier water percolates to the groundwater layer, the glacier module cannot run with the
groundwater module turned off. Two modules are available for runoff routing: (i) a simple flow
accumulation routing scheme, and (ii) a fractional flow accumulation routing scheme used when
lakes/reservoirs are present. The user has the option to turn off routing, or to choose between one of
these two routing modules. All hydrological processes incorporated in the SPHY model are described in
detail in the following sections.

Sediment

Glaciers Lake/Reservoir
transport

Grou nd Advanced Sediment

water Routing

Advanced Simple
Routing Routing

Figure 3: Modules of the SPHY model that can be switched on/off.

Reference and potential evapotranspiration

Despite the good physical underlying theory of the Penman—Monteith equation (Allen et al. 1998) for
calculating the reference evapotranspiration (ET), its major limitation is the high data demand for energy-
based methods. This brought Hargreaves and Samani (1985) to derive the modified Hargreaves
equation that is based on temperature only. For this reason, this equation has also been implemented in
the SPHY model, according to:

ET, = 0.0023 - 0.408 - Ra(T,, + 17.8) - TDOS
Equation 1

with Ra (MJm~2d~") the extraterrestrial radiation, T,,, (C) the average daily air temperature, and TD (C)
the daily temperature range, defined as the difference between the daily maximum and minimum air
temperature. The constant 0.408 is required to convert the units to mm, and Ra can be obtained from
tables (Allen et al., 1998) or equations using the day of the year and the latitude of the area of interest.

According to Allen et al. (1998), ET, is the evapotranspiration rate from a reference surface with access
to sufficient water to allow evapotranspiration at the potential rate. The reference surface is a hypothetical
grass reference crop with specific characteristics. The potential evapotranspiration ET, has no limitations
on crop growth or evapotranspiration from soil water and salinity stress, crop density, pests and diseases,
weed infestation or low fertility. Allen et al. (1998) determined ET,, by the crop coefficient approach, where
the effects of various weather conditions are incorporated into ET, and the crop characteristics in the
crop coefficient (Kc), using:
ET,, = ET,, - Kc
Equation 2

with ET,,, (mm) the potential evapotranspiration on day t, ET,, (mm) the reference evapotranspiration
on day t, and Kc (-) the crop coefficient. The effects of both crop transpiration and soil evaporation are
integrated into the Kc.
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2.4.1

If the dynamic vegetation module in SPHY is not used, then the user can opt (i) to use a single constant
Kc throughout the entire simulation period or (ii) to use a pre-defined time series of crop coefficients as
model input. Plausible values for Kc can be obtained from the literature (Allen et al., 1998; FAQO, 2013).
However, vegetation is generally very dynamic throughout the year. It is therefore more realistic to use
a pre-defined time series of crop coefficients or to use the dynamic vegetation module, instead of a single
constant Kc. This can be adjusted according to the user’s preferences.

Kc can be estimated using remotely sensed data (Rafn et al., 2008; Contreras et al., 2014). In the
dynamic vegetation module, Kc is scaled throughout the year using NDVI and the maximum and
minimum values for Kc, which are crop specific. These values for Kc can easily be obtained from Allen
et al. (1998). Then Kc is calculated using:

(NDVI = NDVI)
(NDVIax — NDV i)

K¢ = Kemin + (KCmax — Kcmin) *
Equation 3

with NDVI,,,, (-) and NDVI,;, (-) the maximum and minimum values for NDVI (vegetation type
dependent). This approach shows the flexibility of SPHY in using remote sensing data (e.g., NDVI) as
input to improve model accuracy.

Dynamic vegetation processes

Maximum canopy storage

SPHY allows the user to use the dynamic vegetation module in order to incorporate a time-variable
vegetation cover and corresponding rainfall interception. In order to calculate the rainfall interception, the
canopy storage needs to be calculated, using a time series of NDVI (Carlson and Ripley, 1997). The first
step involves the calculation of the fraction photosynthetically active radiation (FPAR). FPAR can be
calculated using a relation between NDVI and FPAR, which was found by Peng et al. (2012) and
described by Sellers et al. (1996), according to:

(SR = SRmin) (FPARpmax — FPARpn)

FPAR = mi FPAR,,;,,,0.95
e (SRmax - SRmin) * e

Equation 4
with
_1+NDVI

“1-NDVI
Equation 5

and FPAR,,,, (-) and FPAR,,;, (-) having values of 0.95 and 0.001, respectively. An FPAR of 0.95 is
equivalent to the maximum LAl for a particular class, and an FPAR of 0.001 is equivalent to a minimum
LAl In order to calculate FPAR, an NDVI time series is required.

The second step is the calculation of the leaf-area index (LAl), which is eventually required to calculate
the maximum canopy storage (Scan,,,,)- According to Monteith (1973), LAI for vegetation that is evenly
distributed over a surface can be calculated using a logarithmic relation between LAl and FPAR,
according to:

LAl = LAI log(1 — FPAR)
Tmax 10g(1 — FPARpgy)




2.4.2

Equation 6

with LAl (=) the leaf-area index, and LAl,,, (-) the maximum leaf-area index (vegetation type
dependent). This means that the maximum and minimum LAI values are related to the maximum and
minimum of FPAR.

For vegetation that is concentrated in clusters, the linear relation from Goward and Huemmrich (1992) is
often used. However, since SPHY is generally applied using grid-cell resolutions between 250m and
1km, we can assume that the effect of having vegetation concentrated in clusters is negligible. Therefore,
the calculation of LAl in SPHY is done using the logarithmic relation of Monteith (1973) (Equation 6).

The next step involves the calculation of the maximum canopy storage (Scan,,., (mm)). Many different
relations between Scan,,,, and LAl can be found in the literature, depending on the vegetation type (de
Jong and Jetten, 2010). The best results for crop canopies are shown by Kozak et al. (2007) and are
archived by Von Hoyningen-Huene (1981), who derived the following relation between Scan,,,, and LAI:

Scan g, = 0.935 + 0.498LAI — 0.00575LAI?
Equation 7

Interception

Interception is calculated on a daily basis if the dynamic vegetation module is used, and consists of the
daily precipitation plus the intercepted water remaining in the canopy storage from the previous day.
First, the canopy storage is updated with the amount of precipitation of the current day:

Scany = Scan;_; + P,
Equation 8

with Scan; (mm) the canopy storage on day t, Scan;_; (mm) the canopy storage on day t — 1, and P,
(mm) the amount of precipitation on day t. The portion of precipitation that cannot be stored in the canopy
storage is known as precipitation throughfall, or effective precipitation, according to:

Pe, = max(0,Scan, — Scanay.;)
Equation 9

with Pe, (mm) the effective precipitation on day ¢, and Scan, (mm) the canopy storage on day t. This
equation shows that precipitation throughfall only occurs if the water stored in the canopy exceeds the
maximum canopy storage. After the effective precipitation has been calculated, the canopy storage is
updated as:

Scan, = Scan; — Pe;
Equation 10

The remaining amount of water stored in the canopy is available for interception, and the amount of
water that will be intercepted depends on the atmospheric demand for open water evaporation. A
commonly used value for the atmospheric demand for open water evaporation is 1.5 (Allen et al., 1998),
which is derived from the ratio between 1 and the mean pan evaporation coefficient Kp (~0.65). The
interception can now be calculated using:

Int, = min(l.SETr,t,Scant)
Equation 11



with Int, (mm) the intercepted water on day t, and ET,., (mm) the reference evapotranspiration on day
t. Finally, the canopy storage is updated by subtracting the interception:

Scan; = Scan; — Int,
Equation 12

25 Snow processes

For each cell, a dynamic snow storage is simulated at a daily time step, adopted from the model
presented by Kokkonen et al. (2006). The model keeps track of a snow storage, which is fed by
precipitation and generates runoff from snowmelt. Refreezing of snowmelt and rainfall within the
snowpack are simulated as well.

2.5.1 Snow and rainfall

Depending on a temperature threshold, precipitation is defined as falling in either solid or liquid form.
Daily snow accumulation, which is defined as solid precipitation, is calculated as:

_ Pet if Tavg,t = Tcrit
st 0 if Tavg,t > Tcrit
Equation 13

with Ps, (mm) the snowfall on day t, Pe, (mm) the effective precipitation on day t, T, (°C) the mean
air temperature on day t, and T,,;; (°C) a calibrated temperature threshold for precipitation to fall as
snow. The precipitation that falls as rain is defined as liquid precipitation, and is calculated as:

p .= {Pet if Tavg,t > Tc‘rit}
L 0 if Tavg,t < Tc‘rit
Equation 14

with P, . (mm) being the amount of rainfall on day ¢.

2.5.2 Snowmelt, refreezing, and storage

To simulate snowmelt, the well-established and widely used degree-day melt modeling approach is used
(Hock, 2003). The application of degree-day models is widespread in cryospheric models and is based
on an empirical relationship between melt and air temperature. Degree-day models are easier to set up
compared to energy-balance models, and only require air temperature, which is mostly available and
relatively easy to interpolate (Hock, 2005). Using a degree-day modeling approach, the daily potential
snowmelt is calculated as follows:

A HT, - DDF,,  if Tpaxe >0
pott = { 0,  if Tmaxs < 0}
equation 15
i=24
HT, = Max- 0, Z Tavge + (Tavgt + (Tavg,e — Tmax,) cOS(m *i/12)) | /24
i=1
Equation 16
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with A,q [mm] the potential snow melt on day t, Ty [°C] the max air temperature on day t and
DDF, [mm °C~1d™!] a calibrated degree day factor for snow. HT;, calculates the fraction of day where the
hourly temperature is above melting point, while the average temperature is below melting point. The
actual snow melt is limited by the snow store at the end of the previous day, and is calculated as:

Agetr = min(Apot,t'SSt—l)
Equation 17

with A, (mm) the actual snowmelt on day t, and SS,_, (mm) the snow storage on day ¢ — 1. The snow
storage from day t — 1 is then updated to the current day t, using the actual snowmelt (4,..,) and the
solid precipitation (P,,). Part of the actual snowmelt freezes within the snowpack and thus does not run
off immediately. When temperature is below the melting point, meltwater that has frozen in the snowpack
during t — 1 is added to the snow storage as:

5. = {SSt_i + P+ SSWi_y if  Tapge < 0}
£ Sst—i + Ps,t - Aact,t if Tavg,t =0
Equation 18

with S5, the snow storage on day ¢, SS,_, the snow storage on day t — 1, P, the solid precipitation on
day t, Ay the actual snowmelt on day t, and SSW,_, the amount of frozen meltwater onday t — 1. The
units for all terms are mm.

The capacity of the snowpack to freeze snowmelt is characterized by introducing a calibrated water
storage capacity(SSC (mm - mm™1)), which is the total water equivalent of snowmelt (mm) that can
freeze per mm water equivalent of snow in the snow storage. The maximum of meltwater that can freeze
(SSW,0x(Mmm)) is thus limited by the thickness of the snow storage:

SSWaxt = SSC - S5,
Equation 19

Then the amount of meltwater stored in the snowpack, and that can freeze in the next time step, is
calculated as:
0, ifTuet<0
SSWt _ { ' . avg,t }
Min(SSWoaxt: SSWeeq + Pie + Agcer)s if Tavge =0

Equation 20

with SSW, the amount of meltwater in the snowpack on day t, SSW,,,,. the maximum of meltwater that
can freeze on day t, SSW,_, the amount of frozen meltwater on day t — 1, P,, the amount of rainfall on
day t, and A, the actual snowmelt on day t. The units of all terms are in mm.

The total snow storage (SST (mm)) consists of the snow storage and the meltwater that can freeze within
it, according to:

SST; = (SS; + SSW,) - (1 — GlacF)
Equation 21

with (1 — GlacF) (-) the grid-cell fraction not covered with glaciers. In SPHY it is therefore assumed that

snow accumulation and snowmelt can only occur on the grid-cell fraction determined as land surface.
Snow falling on glaciers is incorporated in the glacier module.
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2.5.3

2.6

2.6.1

2.6.2

Snow runoff

Runoff from snow (SRo (mm)) is generated when the air temperature is above melting point and no more
meltwater can be frozen within the snowpack, according to:

Agcte + P —ASSW if  Tgpge >0
SRo, = ' ' . '
0 if Tavge=0
Equation 22
with ASSW (mm) the change in meltwater stored in the snowpack according to:
ASSW = SSW, — SSW,_4
Equation 23

Glacier processes

Since the SPHY model usually operates at a spatial resolution between 250m and 1km, the dynamics of
glaciers such as ice flow cannot be resolved explicitly. However, SPHY has a mass-conserving glacier
evolution algorithm to represent changes in glacier cover through time.

Glacier melt

Glacier melt is calculated with a degree-day modeling approach as well (Hock, 2005). Because glaciers
that are covered with debris melt at different rates than debris-free glaciers (Reid et al., 2012), a
distinction can be made between different degree-day factors for both types. The daily melt from debris-
free glaciers (A, (mm)) is calculated as:

A _ Tavg,t ' DDFCI ' FCI if Tavg,t >0
cre = 0 if Tavg:=<0
Equation 24

with DDF,; (mm °C~*d™") a calibrated degree-day factor for debris-free glaciers and F,; (-) the fraction
of debris-free glaciers within the fractional glacier cover (GlacF) of a grid cell. The daily melt from debris-
covered glaciers (Apc (mm)) is calculated in a similar way, but with a different degree-day factor:

A _ Tavg,t ! DDFDC ! FDC if Tavg,t >0
e 0 if Tapge<0

Equation 25

where DDF,,. (mm °C~1d™1) is a degree-day factor for debris-covered glaciers and F,, (-) is the fraction
of debris-covered glaciers within the fractional glacier cover of a grid cell. The total glacier melt per grid
cell (AgLac (mm)) is then calculated by summing the melt from the debris-covered and debris-free glacier
types and multiplying by the fractional glacier cover, according to:

Agrace = (Acie + Apc,t) - GlacF
Equation 26

Glacier runoff

In SPHY, a fraction of the glacier melt percolates to the groundwater while the remaining fraction runs
off. The distribution of both is defined by a calibrated glacier melt runoff factor (GlacROF (-)) that can
have any value ranging from 0 to 1. Thus, the generated runoff GRo (mm) from glacier melt is defined
as:
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2.6.3

2.6.4

27

2.7.1

GRoy = Agract - GlacROF
Equation 27

Glacier percolation

The percolation from glacier melt to the groundwater (G,.,. (mm)) is defined as:

Gperct = Agract - (1 — GlacROF)
Equation 28

The percolated glacier water is added to the water that percolates from the soil layers of the non-
glacierized part of the grid cell (Section 2.7.1 and 2.7.7), which eventually recharges the groundwater.

Glacier ice redistribution

The model takes sub-grid variability into account by calculating the snow and glacier melt runoff from
glaciers. By intersecting the glacier outlines with the coarse model grid, the glaciers or parts thereof
(fraction) that lie within each model grid cell can be identified. Future changes in (parts of) glaciers in
response to the precipitation and temperature are taken into account by using a mass-conserving ice
redistribution approach (Khanal et al., 2021). The ice redistribution is done once per year at the end of
the hydrological year, which is also the end of the melting season (October 1st). At that moment the
accumulated snow in the accumulation zone is transformed into ice and distributed downwards to the
ablation area. The net imbalance (1), that is, the difference in the volume of total snow accumulated
(SnowS) and total volume of melt generated from the glaciers (GM), forms the basis of ice redistribution:

In,j = SnOWSn‘j - GMn,j
equation 29

where the subscript n is the glacier id, and j is a unique-id. Only when the net imbalance is negative, the
volume of ice is redistributed (Vieq) Over the ablation zone according to:

) jEBn,j

Vred, ; = I szn] oA
J n,j Vi ’ JE n,j
Z}EA Lnln}
jEBn]

equation 30

where Aj is the part of the glacier with a negative imbalance, Bj is the part of the glacier with a positive
imbalancein any glacier-id n. The redistribution is proportional to the initial total volume of ice (Vini), that
is, glacier parts with a larger initial ice volume will receive a large volume of accumulated ice from the
accumulation zone to the ablation zone.

Soil water processes

Soil water balances

The soil water processes in SPHY are modeled for three soil layers (Figure 2), being (i) the first soil layer
(root zone), (ii) second soil layer (subzone), and (iii) third soil layer (groundwater layer). The water
balance of the first soil layer is:
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2.7.2

SWy,=5SWy, 1 +Pe,—ET,, — RO, — LF,, — Perc,, + Cap,
Equation 31

with SW; . and SW, ,_, the water content in the first soil layer on days t and t — 1, respectively, Pe, the
effective precipitation on day t, ET,, the actual evapotranspiration on day t, RO, the surface runoff on
day t, LF, , the lateral flow from the first soil layer on day t, Perc; . the percolation from the first to the
second soil layer on day t, and Cap;, the capillary rise from the second to the first soil layer on day t. The
second soil layer water balance is:

SWa = SWy 4 + Percy — Percy, — Cap,
Equation 32

with SW, . and SW,,_, the water content in the second soil layer on day t and t — 1, respectively, and
Perc,, percolation from the second to the third soil layer on day t. The third soil layer water balance is
given as:

SWs =SW3,_1 + Gchrg, — BF,
Equation 33

with SW5 . and SW;,_, the water content in the third soil layer on day t and t — 1, respectively, Gchrg,
groundwater recharge from the second to the third soil layer on day t, and BF, baseflow on day t. If the
glacier module is used, then groundwater recharge consists of percolation from the second soil layer and
percolated glacier melt; otherwise, only percolation from the second soil layer is taken into account.

The user can opt to run SPHY without the third soil layer (groundwater). This may be desirable if the
user for example is mainly interested in simulating soil moisture conditions in the root zone, instead of
evaluating for instance the contribution of baseflow to the total routed river flow. In that case, only the
two upper soil layers are used where the bottom boundary of soil layer two is controlled by a seepage
flux (positive outward), and instead of baseflow from the third soil layer, water leaves the second soil
layer through lateral flow. With the groundwater module turned off, the water balance for the second soil
layer is:

SWye =SWp 1 + Perc,, — LF, , — Cap, — Seep
Equation 34

with LF, . lateral flow from the second soil layer, and Seep seepage in or out of the second soil layer
(positive is outgoing). The units for all water balance terms are in mm.

Actual evapotranspiration

Evapotranspiration refers to both the transpiration from vegetation and the evaporation from soil or open
water. As was mentioned in Section 2.3, the Kc accounts for both the crop transpiration and soil
evaporation. The additional use of the dynamic vegetation module accounts for a time-variable
vegetation cover, meaning that the role of evaporation becomes more dominant as soon as vegetation
cover decreases.

Many limiting factors (e.g., salinity stress, water shortage, water excess, diseases) can cause a reduction
in potential evapotranspiration (ET,), resulting in the actual evapotranspiration rate (ET,). Since SPHY
is a water-balance model, SPHY only accounts for stresses related to water shortage or water excess.
If there is too much water in the soil profile, then the plant is unable to extract water because of oxygen

FutureWater 24



stress (Bartholomeus et al., 2008). The calculation of evapotranspiration reduction due to water excess
(oxygen stress) is quite complex and requires a substantial number of plant and soil properties (e.g., soil
temperature, root dry weight, plant respiration, and minimum gas filled soil porosity; (Bartholomeus et
al., 2008) that are generally not available for the spatial scale that SPHY is applied on. Therefore, SPHY
uses an evapotranspiration reduction parameter (ETred,,.;) that has a value of 0 if the soil is saturated,
and otherwise it will have a value of 1. This parameter is used in the following equation to calculate the
actual evapotranspiration:

ETqt = ETy,; - ETred,,e: - ETredy,,
Equation 35

with ET, . (mm) the actual evapotranspiration on day ¢, ET,, (mm) the potential evapotranspiration on
day t, and ETred,,.. and ETred,,, the reduction parameters for water excess and water shortage
conditions, respectively. ETred,., is either calculated using the Feddes equation (Feddes et al., 1978)
or the plant water stress method (Allen et al., 1998). The Feddes equation assumes a linear decline in
rootwater uptake if the water pressure head drops below a critical value. This critical value can be
determined using the soil water retention curve (pF curve), which relates the moisture content of the soil
to its binding capacity. This relation is unique for each soil type. The binding capacity is a suction force
(H) and is therefore often expressed in cm negative water column. The pF value is simply a conversion
of the suction force (H), and is calculated as:

pF = log,o(—H)
Equation 36

Soils that are at field capacity generally have a pF of 2, meaning —100cm of water column, and soils that
are at permanent wilting point have a pF of 4.2, or —16000cm of water column. The permanent wilting
point is often referred to as the point where the crop dies. In SPHY it is assumed that the linear decline
in rootwater uptake starts at a pF of 3 (—1000cm water column). Therefore, ETred,, () is calculated
as:

SWie = SWipraz
SWl,pF3 - SWl,pF4.2

ETred gy, =

Equation 37

with ETredg,, . (-) the reduction in rootwater uptake due to water shortage on day t, SW;, (mm) the
actual soil water content in the first soil layer on day t, and SW; ,rz (mm) and SW; ,r4, (MM) the soil
water content in the first soil layer at pF3 and pF4.2, respectively. ETred,,, can therefore have values
ranging between 0 and 1, where a value of 1 represents optimal plant growing conditions, and 0 means
no rootwater uptake at all.

The plant water stress method (Allen et al., 1998) accounts for plant-specific characteristics, in addition
to soil hydraulic properties. With this method ETred,,, (-) is determined with the following equation:

TAW — D,

ETreddry,t = m

Equation 38

Where ETredg,, is the reduction parameter for water shortage (-),TAW is the total available water in
the rootzone (mm), D,. the root zone depletion (mm) and p the depletion fraction (-). The total available
water TAW is defined as:

TAW = SWl’fC - SW1,pF4.2
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Equation 39

Where SW, . is the soil water content at field capacity (mm) and SW, ,,r, , the soil water content at wilting
point (mm). The root zone depletion D, is defined as:

DT = SWl,fC - SWl,t
Equation 40

Where SW, . is the current soil water content of the first soil layer (mm). The depletion fraction p is defined
as the fraction of TAW that a crop can extract from the root zone without suffering water stress, which is
determined by the following equation:

P = Puap + 0.04(5 — ET,, ;)
Equation 41

Where py,, is a landuse-specific tabular value of the depletion fraction (-) and ET, ., is the potential
evapotranspiration (mm). Values for the landuse-specific tabular value of the depletion fraction can be
obtained from (Allen et al., 1998).

ETred 4, is eventually used in Equation 35 to calculate the ET,.

Open-water evaporation

Open-water evaporation is determined in the open-water cells. In these cells all soil hydraulic processes
are turned off and runoff equals precipitation minus open-water evaporation. Reservoir cells cannot dry
up, i.e. we assume that there is always water present in the reservoir cells. Open-water evaporation is
determined as follows:

ETopen-water = Kcopen-waterET‘r
Equation 42

Where Kcopen-water 18 the crop coefficient value for open-water evaporation (-) and ET;. is the reference
evapotranspiration (mm). We suggest to set Kcopen-water 10 @ value of 1.2, after (Allen et al., 1998). In
each time step the open-water evaporation is subtracted from the reservoir and lake storage.

Surface runoff

SPHY accounts for both infiltration excess (Horton, 1933) and saturation excess surface runoff (Hewlett,
1961). Infiltration excess surface runoff occurs when the precipitation intensity exceeds the infiltration
capacity of the first soil layer; hence, it is a sub-daily process. Since SPHY runs with a daily time step,
we have developed a new infiltration excess surface runoff equation, which is inspired by the Green-
Ampt formula (Heber Green and Ampt, 1911). We assumed a constant infiltration rate f (mm hr'), which
is determined for each cell and each day by:

i
f 2@ 1+SW1,sat_SW1
24 SWi sar

Equation 43
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where K, is the effective hydraulic conductivity (mm day™"), SW; (mm) the water content in the first soil
layer, SW; ¢4 (Mmm) the saturated water content of the first soil layer and 1 is a calibration parameter (-).
(Bouwer, 1969) suggested an approximation of K. = 0.5K;.

Infiltration excess surface runoff occurs when the precipitation intensity exceeds the infiltration rate f
(Beven, 2012). We assume that highest precipitation intensity is recorded in the first hour of the rain
storm and decreases linearly until the end of the storm. Furthermore, we assume a triangular-shaped
precipitation intensity p(t) (mm hr') according to:

1
p() = EaZPt + aP
Equation 44

where a is the fraction of daily rainfall that occurs in the hour with the highest intensity (-), P is the daily
rainfall (mm), and t is an hourly time step (hr). Daily infiltration excess surface runoff Q¢ is determined
as follows:

(aP—-f)*
qurf = a?P ifap > f

0 ifaP < f
Equation 45

When the hourly precipitation intensity aP is higher than the infiltration rate f, surface runoff equals the
triangular shaped area of the precipitation above the infiltration rate. The amount of precipitation below
the infiltration rate will infiltrate into the rootzone.

Saturation excess surface runoff occurs when the first soil layer gets saturated and is calculated as:

RO = {Swl - SWl,sat if SWl > SWl,sat}

0 if SW;<SWiga
Equation 46

with RO (mm) surface runoff, SW; (mm) the water content in the first soil layer, and SW; s, (mm) the
saturated water content of the first soil layer.

Lateral flow

Lateral flow is substantial in catchments with steep gradients and soils with high hydraulic conductivities
(Beven, 1981; Beven and Germann, 1982; Sloan and Moore, 1984). In SPHY, it is assumed that only
the amount of water exceeding field capacity can be used for lateral flow. Therefore, the drainable volume
of water (excess water) needs to be calculated first:

_(SWy=SWy e if  SW; > SW g
lLexc { 0 if SW < SWl,fc}
Equation 47

with W, ... (mm) the drainable volume of water from soil layer I, SW; (mm) the water content in soil layer
[, and SW, s (mm) the field capacity of soil layer I. According to Sloan and Moore (1984), the lateral flow
at the hillslope outlet can be calculated as:

LFL* = Wl,excfrac *Viat,l
Equation 48
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with LF; (mm) lateral flow from soil layer I, W, ¢xcfrqc (=) the drainable volume of water as a fraction of
the saturated volume, and v,,,; (mm - d~?) the flow velocity at the outlet. In SPHY, the drainable volume
as a fraction of the saturated volume is calculated as:

W, _ Wl,exc
Lexcfrac SWL,Sat _ SWl,fc
Equation 49

The velocity of flow at the outlet, v,,; (mm - d~*), depends on both the saturated hydraulic conductivity
Ksar, (mm - d~*) and the slope of the hill slp (-), and is defined as:

Viaty = Ksae1 - SIp
Equation 50

The slope (slp) in SPHY is calculated for each grid cell as the increase in elevation per unit distance.

According to (Neitsch et al., 2009), only a fraction of lateral flow will reach the main channel on the day
it is generated if the catchment of interest has a time of concentration greater than 1 day. This concept
is also implemented in the SPHY model, and uses a lateral flow travel time TT,,,, (d) to lag a portion of
lateral flow release to the channel:
-1
TTLag,l])

with LF, (mm) the amount of lateral flow entering the channel on a given day, LF;" (mm) the lateral flow
(Equation 48) generated within the cell on a given day, and LF;,_, (mm) the lateral flow lagged from the
previous day. SPHY assumes the lateral flow travel time to be dependent on the field capacity SW, (.

LF, = (LFy + LF},_,)" (1 —exp

Equation 51

(mm), saturated content SW, 5, (mm), and the saturated conductivity K4, (mm - d~1), according to:

TT, _ SWl,sat - SWl,fc
tagt = Ksat,l

Equation 52

A longer lateral flow travel time will result in a smoother streamflow hydrograph.

Percolation

If the groundwater module is used, then water can percolate from the first to the second soil layer, and
from the second to the third soil layer. If the user decides to run SPHY without the groundwater module,
percolation only occurs from the first to the second soil layer. In SPHY, water can only percolate if the
water content exceeds the field capacity of that layer, and the water content of the underlying layer is not
saturated. A similar approach has been used in the SWAT model (Neitsch et al., 2009). The water volume
available for percolation to the underlying layer is calculated as:

0, if SWy < SWyscor SWipq = SWipqsat
Wiexe = $SWirt,sat = SWit1, if SWy = SWype > SWigq,sat — SWisr
SWy = SW, s, else
Equation 53

with W, ... (mm) the drainable volume of water from layer [, SW, (mm) the water content in layer [, SW, ¢,
(mm) the field capacity of layer I, SW;,, (mm) the water content in layer [ + 1, and SW;q 54 (Mmm) the
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saturated water content of layer [ + 1. Only a certain amount of W, ... will percolate to the underlying soil
layer, depending on the percolation travel time TT,,,,; (d). This approach follows the storage routing
methodology, which is also implemented in the SWAT model (Neitsch et al., 2009):

o)
TTperc,l

with w; e (MM) the amount of water percolating to the underlying soil layer. Since the speed at which

Wiperc = Wl,exc : (1 — exp

Equation 54

water can move through the soil is mainly dependent on the saturated hydraulic conductivity (Ks,.), the
travel time for percolation is calculated the same way as the travel time for lateral flow (Equation 52).

Groundwater recharge

Water that percolates from the second to the third soil layer will eventually reach the shallow aquifer.
This process is referred to as groundwater recharge hereafter. If the glacier module is used as well, then
glacier melt that percolates also contributes to the groundwater recharge. Groundwater recharge often
does not occur instantaneously, but with a time lag that depends on the depth of the groundwater table
and soil characteristics. SPHY uses the same exponential decay weighting function as proposed by
Venetis(1969) and used by Sangrey et al. (1984) in a precipitation groundwater response model. This
approach has also been adopted in the SWAT model (Neitsch et al., 2009), using:

-1 -1
Gchrg, = (1 - exp59W> Wy perc + explow - Gehrg,

Equation 55

with Gchrg, (mm) and Gchrg,_, (mm) the groundwater recharge on days t and ¢ — 1, respectively. §,,,
(d) is the delay time and w, ,,.,.. (mm) is the amount of water that percolates from the second to the third
layer on day t.

Baseflow

After groundwater recharge has been calculated, SPHY calculates baseflow, which is defined as the flow
going from the shallow aquifer to the main channel. Baseflow only occurs when the amount of water
stored in the third soil layer exceeds a certain threshold (BF,.sn) that can be specified by the user.
Baseflow calculation in SPHY is based on the steady-state response of groundwater flow to recharge
(Hooghoudt, 1940) and the water table fluctuations that are a result of the non-steady response of
groundwater flow to periodic groundwater recharge (Smedema and Rycroft, 1983). The SWAT model
(Neitsch et al., 2009) assumes a linear relation between the variation in groundwater flow (baseflow) and
the rate of change in water table height, according to:

dBF _ Kszat
dt pLgw

- (Gchrg — BF) = ag,, - (Gchrg — BF)

Equation 56
with BF (mm) the groundwater flow (baseflow) into the main channel on day t, Ky, (mmd~1) the
hydraulic conductivity of the shallow aquifer, u (=) the specific yield of the shallow aquifer, Lg,, (m) the

distance from the subbasin divide for the groundwater system to the main channel, Gchrg (mm) the
amount of groundwater (Equation 55) recharge entering the shallow aquifer on day ¢, and ag, (-) the

FutureWater 29



28

2.8.1

baseflow recession coefficient. Equation 56 can be integrated and rearranged to calculate baseflow,
according to:

BFL- — { 0' if SW3 < BFthresh}

BF,_; - exp™%w + Gchrg, - (1 — exp™%w), if SW3 > BFipresn
Equation 57

with BF, (mm) the baseflow into the channel on day ¢, and BF,_; (mm) the baseflow into the channel on
day t — 1. Since this equation has proven its success in the SWAT model (Neitsch et al., 2009)
throughout many applications worldwide, this equation has been adopted in the SPHY model as well.

The baseflow recession coefficient (a,,) is an index that relates the baseflow response to changes in
groundwater recharge. Lower values for ag, therefore correspond to areas that respond slowly to
groundwater recharge, whereas higher values indicate areas that have a rapid response to groundwater
recharge. The baseflow recession coefficient is generally used as a calibration parameter in the SPHY
model, but a good first approximation of this coefficient can be calculated using the number of baseflow
days (Neitsch et al., 2009):

2.3
%ow = BFD
Equation 58

with BFD (d) the number of baseflow days, which is defined as the number of days required for baseflow
recession to decline.

Soil erosion processes

The SPHY model allows modeling soil erosion with 6 different soil erosion models, i.e. MUSLE (1), MMF
(2), INCA (3), SHETRAN (4), DHSVM (5) and HSPF (6). The MUSLE model is an empirical model, which
is forced by accumulated runoff, as generated by the hydrological part of the SPHY model. The
implementation of MUSLE in SPHY was part of a study in which three different soil erosion model
concepts were compared (Eekhout and De Vente, 2020). All other models are process-based models
that determine the detachment of soil particles separately for raindrop impact and accumulated runoff.
Subsequently, these two different detachment processes are summed and sediment taken into transport
is determined accounting for immediate deposition. The first of these 5 process-based models that was
implemented was the MMF model (Eekhout et al., 2018). The other 4 process-based soil erosion models
were part of the soil erosion model ensemble, with the aim to assess the uncertainty of process-based
soil erosion models in climate change impact studies (Eekhout et al., 2021).

All soil erosion models make use of model parameters related to the infiltration excess surface runoff
equation. It is therefore advisable to use this equation, i.e. Infil_excess = 1. Furthermore, most of the
process-based soil erosion models use the LAI (leaf area index) from the vegetation module to determine
the canopy cover, hence, it is also advisable to use the vegetation module when applying one of the
process-based soil erosion models.

MUSLE

The Modified Universal Soil Loss Equation (MUSLE) is a modification of the USLE, where the rainfall
erosivity factor is replaced by a runoff factor, and applied at a daily time step. MUSLE is incorporated in
various widely used hydrological models, such as SWAT, in which a separate hydrological module is
used to calculate runoff. MUSLE is determined as follows (Williams, 1995):
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sed = 11.8 (Qsurs Gpear A)""° K LS C P CFRG

Equation 59

Where sed is the sediment yield (kg m2 day™), Qs is the surface runoff depth (mm), g,q is the peak
runoff rate (m® s'), 4 is the cell area (m?), K is the soil erodibility factor (kg h MJ"'" mm-"), LS is the
topographic factor (-), C is the crop and management factor (-), P is the erosion control practice factor
(-) and CFRG is the coarse fragment factor (-).

The surface runoff Qs is determined within SPHY as described in other parts of the manual. The peak
runoff rate is determined as follows:

% qurf A

e =36 teone

Equation 60
Where a,, is the fraction of daily rainfall that occurs during the time of concentration (-) and ¢, is the
time of concentration (hr). The time of concentration is the amount of time from the beginning of a rainfall
event until the entire cell area contributes to flow at the cell outlet.

The fraction of daily rainfall that occurs during the time of concentration is determined as follows:

Qe =1-— e2 teoncIn(1-ags)
Equation 61

Where «, 5 is the fraction of the daily rain falling in the half-hour highest intensity (-), which is obtained
from a model parameter of the infiltration excess surface runoff equation and can be determined within
the calibration of the hydrological model.

The time of concentration is determined accounting for both channel flow and overland flow:

_ tconc,ch + tconc,ov

tCOTlC - 60
Equation 62

Where t o cn is the channel flow time of concentration (minutes) and t.,,,.,, the overland flow time of
concentration (minutes). The channel flow time of concentration (t;o,.cx) is determined using the Kirpich
(1940) method:

tCOnc,ch = 0.0195 L1077 §—0.385
Equation 63

Where L is the slope length (m) and S the slope (m m™).
The overland flow time of concentration t.,, ., is determined using the Kerby (1959) method:

teoncop = 1.44(L N)0-4675-0-235
Equation 64

Where N is the retardance coefficient (-).

The soil erodibility factor was determined using the equation developed by Wischmeier et al. (1971):
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X 0.00021M14(12 — OM) + 3.25(Csuser — 2) + 2.5(Cperm — 3)
B 100

Equation 65

Where K is the particle-size parameter (-), OM is the organic matter content (%), cgpiser IS the soil
structure class (-) and ¢, is the profile permeability class (-).

The particle-size parameter is calculated as follows:

M = (mgipe + Myp ) (100 — m,)
Equation 66

Where mg;, is the silt content (%), m,, is the very fine sand content (%) and m, is the clay content (%).
The profile permeability classes are defined according to the saturated hydraulic conductivity.

The coarse fragment factor is determined as follows:

CFRG = 0053 Prock
Equation 67

Where p,..cx is the rock content in the root zone layer (%).

The topographic factor LS is the expected ratio of soil loss per unit area from a field slope of 22.1 m
length with uniform slope of 9%. We applied the following equation (Wischmeier et al., 1971):

m

L
LS = (m) (654’1 Sinz(ahi”) +4.56 Sin(ahm) + 0065)

Equation 68

Where m is an exponential term (-) and ay,;;; is the slope angle (°). The exponential term m is calculated
as follows:
m = 0.6(1 — e~35835%)
Equation 69

MMF

The Morgan-Morgan-Finney model (Morgan and Duzant, 2008) was originally implemented as an annual
model, however, Eekhout et al. (2018) included MMF as a daily model in SPHY. In MMF, the detachment
by raindrop impact is a function of the highest daily precipitation intensity and the canopy cover, which
are obtained from the infiltration excess surface runoff equation and the vegetation module, respectively.
Detachment by runoff is a function of the accumulated runoff. Both detachment by raindrop impact and
runoff are determined for each of the three textural classes (sand, silt and clay) separately and later
aggregated to determine the total detachment. Immediate deposition is a function of the particle fall
number, in which the flow velocity is determined with the Manning equation. A detailed explanation is
given below.

Detachment by raindrop impact

Detachment by raindrop impact (F, kg m2) is determined for each of the soil texture classes separately
and subsequently summed and is calculated as follows:
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Fi = Kiqgg

(1 - GC)KE-1073
Equation 70

Where F is the detachment by raindrop impact for textural class i (kg m?), i the textural class, K the
detachability of the soil by raindrop impact (g J™'), GC the ground cover (-) and KE the kinetic energy of
the effective precipitation (J m). The ground cover (GC), expressed as a proportion between zero and
unity, protects the soil from detachment and is determined by the proportion of vegetation and rocks
covering the surface. The ground cover is set to 1 in case the surface is covered with snow, which is
determined by the snow module.

The total kinetic energy of the effective precipitation (KE) is calculated as follows:
KE = KELD + KEDT

Equation 71

Where KE, j is the kinetic energy of the leaf drainage (J m?2) and KEpy is the kinetic energy of the direct
throughfall (J m2).

The kinetic energy of the leaf drainage KE| p is based on (Brandt, 1990):
KE. - — 0 for PH < 0.15
Lb = {LD(IS.B\/PH —5.87) forPH >0.15
Equation 72
Where LD is the leaf drainage (mm) and PH is the plant height (m), specified for each landuse class.

Leaf drainage is determined as:

Equation 73

Where P, is the precipitation throughfall (mm) and CC is the canopy cover (fraction, -). The canopy

cover is either introduced by a landuse-class specific tabular value or determined by the vegetation
module. When the vegetation module is used, the canopy cover is obtained from the LAl (Equation 6),
maximized by 1. The effective precipitation from the hydrological model is first corrected for the slope
angle, following (Choi et al., 2017):

Peff = Peff cos S
Equation 74

Where P, is the effective precipitation (mm) and S is the slope (°).

The kinetic energy of the direct throughfall is based on a relationship described by Brown and Foster,
1987):

KEpr = DT (0.29 (1—0.72 e~005 ’)) -100
Equation 75

Where DT is the direct throughfall (mm) and I is the intensity of the erosive precipitation (mm h™"). The
intensity of the erosive precipitation is a model parameter and varies according to geographical location.

Direct throughfall (DT) is calculated as follows:
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Equation 76

Detachment by runoff

Detachment by runoff (H) is calculated as follows:

H;, = DR-EQLS(l —GC) sin®3$-1073
FTET100

Equation 77

Where H is the detachment by runoff (kg m?2), DR the detachability of the soil by runoff (g mm-), Q is the
volume of accumulated runoff (mm) and S is the slope (m m™).

Sediment transported

A proportion of the detached soil is deposited in the cell of its origin as a function of the abundance of
vegetation and the surface roughness. The percentage of the detached sediment that is deposited (DEP)
is estimated from the relationship obtained by (Tollner et al., 1976) and calculated separately for each
texture class:

DEP = 44.1N/9i-29
Equation 78

Where N is the particle fall number (-), defined as:

lv,,

Ny =—

fi Ud
Equation 79

Where [ is the length of a grid cell (m), v, the particle fall velocity (m s™'), v the flow velocity (m s™') and
d the depth of flow (m).

The particle fall velocities v are estimated from:

1
_18%° (s tP)g
n

Us

Equation 80

Where § is the diameter of the particle (m), p, the sediment density (kg m2), p the flow density (kg m-)
(Abrahams et al., 2001) g gravitational acceleration (m s2) and  the fluid viscosity (kg m™ s™).

The flow velocity v from Equation 79 is obtained by the Manning formula:

equation 81
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Where n' is the modified Manning's roughness coefficient (s m™?), which is a combination of the
Manning's roughness coefficient for the soil surface and vegetation, defined as (Petryk and Bosmajian,
1975):

r_ 2 2
n = [N + nvegetation

Equation 82

Where ny,; is the Manning's roughness coefficient for soil (s m™?) and nyegeqrion the Manning's
roughness coefficient for vegetation (s m2). The Manning’s roughness coefficient for soil can either be
defined by bare soil (Figure 4a) or tilled soil (Figure 4b). The Manning’s roughness coefficient for
vegetation can either be obtained for regular spaced vegetation (Figure 4c) or irregular spaced
vegetation (Figure 4d).

For tilled conditions (Figure 4b) the following equation is applied to obtain the Manning's roughness
coefficient for the soil:

Ngoil = exp(—2.1132 + 0.0349 RFR)
Equation 83

Where RFR is the surface roughness parameter (cm m-').

The Manning's roughness coefficient for regular spaced vegetation (Figure 4c) is obtained from the
following equation (Jin et al., 2000):

win

d
29

DNV

nvegetation =

Equation 84
Where D is the stem diameter (m) and NV the stem density (stems m3).

Equation 79, equation 81 and Equation 84 require a flow depth d, a model parameter that can be used

in the model calibration. The value for d should be taken such that it corresponds to a water depth from
runoff generated within the cell margins, i.e. without accumulation of flow from upstream located cells.
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d bare soil| |b tilled soil

Figure 4. Surface and vegetation roughness options: (a) bare soil, (b) tilled soil (Equation 83), (c) regular
vegetation (Equation 84), and (d) irregular vegetation.

The amount of sediment that is taken into transport is determined from the sum of the detached sediment
from raindrop impact (F;; Equation 70) and runoff (H;; Equation 77), subtracting the proportion of the
sediment that is deposited within the cell of its origin (DEP;; Equation 78):

DEP;
G = o+ 1) (1= g5 )

Equation 85

Where G is the amount of sediment taken into transport for textural class i (kg m?). The amount of
sediment that is routed to downstream cells is the summation of the individual amounts for clay, silt and
sand.

INCA

The Integrated Catchments model for Sediments (Lazar et al., 2010) is originally applied in a semi-
distributed manner, however, here the model is implemented in a spatially distributed manner.
Detachment by raindrop impact is a function of the daily precipitation intensity and the canopy cover, for
which the latter is obtained from the vegetation module. For model calibration purposes, we included the
ground cover as a model parameter in the detachment by raindrop impact formulation. Detachment by
runoff is a function of the sediment transport, the surface runoff and the detachment by raindrop impact.
Sediment that is taken into transport is determined from the before mentioned formulations, accounting
for sediment storage.

Detachment by raindrop impact

Detachment by raindrop impact (Ssp) is calculated as follows:

10
Ssp = (1-C,) Cx1Psea EE;,"-V)& 64-101°
Equation 86
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Where Ssp the detachment by raindrop impac (kg km?), C, is the ground cover (-), Cx; a scaling
parameter (s m™), ps.q the precipitation throughfall (mm), E;,, a soil specific erosion potential parameter

(kg m2 s and V the vegetation cover (-), here estimated with the canopy cover from the vegetation
module, multiplied by 10.

2.8.3.2 Detachment by runoff

Detachment by runoff (Sg,) is calculated as follows:

s = K(Sr¢c = Ssp)
FL —
Sre + K
Equation 87

Where Sg;, is the detachment by runoff (kg km?), K a function of runoff (kg km2) and Sy, the transport
capacity (kg km?).

The function K is calculated as follows:

as

A
K = a,Ep, (% - az) - 86400

Equation 88

Where Ep, is the soil erosion potential (kg km2 s™'), A the grid cell area (km?), gpr the routed runoff (m3
s' km?), L the slope length (km), a, is the flow erosion scaling factor (s m?), a, the flow erosion direct
runoff threshold (m? s') and a; the flow erosion non-linear coefficient (-).

Sediment transport capacity (Sy) is calculated as follows:
A %
Sre = a, (%— as) - 86400
Equation 89

Where a, is the transport capacity scaling factor (kg m2 km=), a5 the transport capacity direct runoff
threshold (m? s™") and a, the transport capacity non-linear coefficient (-).

2.8.3.3 Sediment transported

The amount of sediment that is taken into transport depends on the amount of sediment in the sediment
storage. The daily change in sediment storage is calculated as follows:

Ssp— Stc for Sgtore + Ssp > St

dSCs;;re =1 2KGSse =Sre) s s, <s
STC +K store 'SP TC
Equation 90
Where S, is the sediment storage (kg km2), which is subsequently updated following:
S - dSStOTe
store store dt
equation 91
The amount of sediment taken into transport is calculated as follows:
M — { STC for Sstore + SSP > STC
oUt " Ssp + Sp for Sgore + Ssp < Stc
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Equation 92
Where M,,, is the mass of sediment taken into transport (kg km3).

SHETRAN

The SHETRAN model (Lukey et al., 1995) is a sediment transport model implemented in the Systeme
Hydrologique Européen (SHE) hydrological model. The detachment by raindrop impact formulations are
similar to the ones used in DHSVM, with some small differences in the leaf drip formulations. The canopy
cover is obtained from the vegetation module. Detachment by runoff is a function of the shear stress and
critical shear stress, which are both a function of the water depth. We obtained the water depth using the
Manning equation, assuming a triangular-shaped flow profile, with the width-depth ratio as the model
parameter. For model calibration purposes, we included the ground cover as a model parameter in the
detachment by runoff formulation. Immediate deposition of sediment is determined with a sediment
transport equation.

Detachment by raindrop impact

Detachment by raindrop impact is determined with the following empirical equation, which is derived from
Wicks (1988):

D, = k.F,(1—C; — C,.)(M, + My)
Equation 93

where D, is the rate of detachment of soil (kg m? s™), k,. the raindrop impact soil erodibility coefficient
(J™"), E, the protective effect of ponding (-), C, the proportion of ground shielded by near ground cover
(fraction, -), C, the proportion of ground shielded by ground level (rock) cover (fraction, -), M, the
momentum squared of raindrops reaching the ground (kg? s®) and M, the momentum squared of leaf
drip reaching the ground (kg? s3).

The original SHETRAN model accounts for the protective effect of ponding on detachment by raindrop
impact by model parameter F,, (Park et al., 1982). The hydrological model SPHY does not account for
ponding, hence, we assume F,, = 1.

The momentum squared of raindrops reaching the ground (M,) is based on the formulations by Marshall
and Palmer (1948):

M, =(1-Clayl™
Equation 94

Where [ is the rainfall intensity (mm h*') and a; and b, are coefficients dependent on I and are given in
Table 2. The rainfall intensity is obtained from the infiltration excess surface runoff equation and a; and
b, are determined inside the model code.

Table 2: Values for the empirical coefficients a; and b, used to determine the momentum squared of
raindrops.

Range for I (mm h') a, b,
0-10 2.6893 - 108 1.6896
10-50 3.7514 - 108 1.5545
50 - 100 6.1192 - 108 1.4242
2100 11.737 - 108 1.2821
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The momentum squared of leaf drip reaching the ground (M,) is calculated as follows:

T

My = V2p*d3L,DRAINA

Equation 95
Where V, is the leaf drip fall speed (m s™), p the density of water (kg m), d, the leaf drip diameter (m),
L, the proportion of drainage that falls as leaf drip (fraction, -) and DRAINA the water drainage rate from
canopy (m s™). The proportion of drainage that falls as leaf drip (L,) is assumed to be equal to the canopy
cover (C.). The water drainage rate from canopy (DRAINA) is assumed to be equal to the daily

precipitation intensity in m s

The leaf drip fall speed (V,) is calculated as follows:

M _2xB
- frola- o)

Equation 96

Where M the average mass of leaf drips (kg), 8 the friction constant (kg m"), g the acceleration due to
gravity (m s) and X is the average leaf drip fall distance (m).

The fraction% is a function of the leaf drip diameter d; and two coefficients, a, and b,.

M + b,d
——a
B 2 T D20y

Equation 97

where a, and b, are given in Table 3 and are determined inside the model code.

Table 3: Values for the empirical coefficients a, and b, used to determine the fraction %.

Range for d; (m) Range for X (m) a, b,

< 0.0033 all X 0 2200
2 0.0033 <75 1.93 1640
2 0.0033 275 5.14 6600

2.8.4.2 Detachment by runoff

Detachment by runoff is determined using the approach of Ariathurai and Arulanandan (1978):

ke(1-C c)[T 1]f >
D, = - 0= G| or T > Ty

0 fort < 7,
Equation 98

Where D, is the rate of detachment of soil per unit area (kg m?s™), k; the overland flow soil erodibility
coefficient (kg m? s), T the shear stress due to overland flow (N m), z., the critical shear stress for
initiation of sediment motion (N m2).

The shear stress due to overland flow (7) is given by:

T = pghS
Equation 99
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with p the water density (kg m=?), g the acceleration due to gravity (m s?2), h the water depth (m) and S
the water surface slope in the direction of the flow (m m-").

The water depth (h) is determined with the Manning equation. We assumed a triangular shaped profile
on which the Manning equation is applied, where the width-to-depth ratio is a model parameter. First the
flow area is determined with an algebraic re-arrangement of the Manning equation:

wD?2+1
., ¢ "(leW)
- Vs

2/373/4

Equation 100
where Q is the discharge (m® s"), n the Manning's coefficient (s m~/3) and WD the width-to-depth ratio (-
)- The discharge (Q) is obtained from the hydrological model and the Manning's coefficient (n) is defined

per land use class.

The water depth (h) is calculated as follows:

Equation 101

The critical shear stress 7., is calculated as follows:

b
Ter = (ps—p) g Dsp as R,?
Equation 102

Where p; is the density of sediment particles (kg m=?), D5, the median sediment particle diameter (m), R,
the particle Reynolds number (-), and a; and b5 are given in Table 4 and are determined inside the model

code.

Table 4. Values for the empirical coefficients a; and b; used to determine the particle Reynolds number (R,).

Range for R, as bs
0.03-1 0.1 -0.3
1-6 0.1 -0.62
6-30 0.033 0
30-135 0.013 0.28
135 - 400 0.03 0.1

> 400 0.056 0

The particle Reynolds number R, is calculated as follows:

Deoo/T
R. = max [o.os,s"T/p]
Equation 103

where v is the water viscosity (m? s™).
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28.5

2.8.5.1

Sediment transported

The total sediment taken into transport (G) is calculated as follows:

G = D, + Dy forD,+ D, <TC
_{ TC for D, + Dy >TC
Equation 104

Where TC the transport capacity (kg m? s™), which is calculated as follows:

TC = Gy L5

cell

Equation 105

Where G, is the capacity particulate transport rate for overland flow (m® s') and A, the cells area
(m?).

The capacity particulate transport rate for overland flow (G,,;) is determined with the formulations from
Hansen and Engelund (1967):

0.05 Q2 53/2
> forh >0
Geot = ,/gh(%— ) Dso 1
0 forh< 0

Equation 106

Where [ is the width of the flow (m), Q the water flow rate (m® s™). The width of the flow [ is determined
as:
l=WD-h
Equation 107

DHSVM

The distributed hydrology-soil-vegetation model (DHSVM; (Doten et al., 2006) simulates hillslope erosion
based on detachment energy of raindrops, leaf drip and surface runoff. The detachment by raindrop
impact formulations originate from the SHESED model Wicks and Bathurst (1996). These formulations
require hourly precipitation intensity as input. While the SPHY hydrological model runs at a daily time
step, the model includes a sub-daily infiltration formulation. This formulation determines hourly
precipitation intensity, which was subsequently used as input for the DHSVM model. Furthermore, the
detachment by raindrop impact formulations require the canopy cover as input, which was obtained from
the vegetation module.

Detachment by runoff is determined from a detachment coefficient, the settling velocity, and the transport
capacity. The detachment coefficient is a function of the soil cohesion, which is determined from the sum
of the soil cohesion and root cohesion. The transport capacity is based on the unit stream power
approach from the KINEROS model (Woolhiser et al., 1990), which requires the water depth of the flow
as input. We obtained the water depth by applying the Manning equation, assuming a triangular-shaped
flow profile, with the width-depth ratio as model parameter.

Detachment by raindrop impact

Detachment by raindrop impact is based on the sum of the momentum squared for rain (M) and the
momentum squared for leaf drip (M) (Wicks and Bathurst, 1996):
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Dg = k; F,y (1= Ce)[(1 — Cc) Mg + Mp]
Equation 108

where Dy, is the soil detached by raindrop impact (kg m? s™), k, the raindrop soil erodibility coefficient
(J™M), E,, the protective effect of ponding (-), C; the ground cover (fraction, -), C. the canopy cover (fraction,
-), My the momentum squared for rain (kg® %) and M;, the momentum squared for leaf drip (kg2 s3).

The original DHSVM model accounts for the protective effect of ponding on detachment by raindrop
impact by model parameter F,, (Park et al., 1982). The hydrological model SPHY does not account for
ponding, hence, we assume F,, = 1.

The momentum squared for the rain (My) is determined as follows:

Mp=alf
Equation 109

Where I is the rainfall intensity (mm h™') and a and 8 are empirical coefficients (Wicks, 1988). The rainfall
intensity I is determined from the infiltration excess surface runoff formulations of the hydrological model.
In these formulations, the hourly rainfall is assumed to decrease linearly over time, where the fraction of
the daily rainfall that falls in the first hour is a model parameter. Hence, from these assumptions the
hourly rainfall intensity was determined as input for the DHSVM model. Values for @ and S for each
rainfall intensity interval are given in Table 5 and are determined inside the model code.

Table 5. Values for the empirical coefficients a and g used to determine the momentum squared for the rain.

Range for I (mm h) a B

0-10 2.69-108 1.6896
10 - 50 3.75-108 1.5545
50 - 100 6.12- 108 1.4242
2100 11.75-10°% 1.2821

Momentum squared for leaf drip (Mp) is calculated as follows:

3
(%) DRIP% DRAIN
(&)
6

where V is the leaf drip fall velocity (m s), p the density of water (kg m2), D the leaf drip diameter (m),
DRIPY% the proportion of drainage that falls as leaf drip and DRAIN the canopy drainage rate (ms™). The
proportion of the drainage that falls as leaf drip (DRIP%) is assumed to be equal to the canopy cover
(Cc)- The canopy drainage rate (DRAIN) is assumed to be equal to the daily precipitation intensity in m
s,

MD=

Equation 110

The leaf drip fall speed V is calculated as follows (Epema and Riezebos, 1983):

V=\/Bﬂg (l—e_#)
v

Equation 111

where X is the average leaf drip fall distance (m), M the average mass of leaf drips (kg), By a friction
constant (kg m™) and g the acceleration due to gravity (m s?2).
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The fraction ﬁﬂ is a function of the leaf drip diameter D and two coefficients, a and b.
14

M +bD
=g
Bv

Equation 112

where a and b are a function of the drip diameter and fall distance and are given in Table 6 and are
determined inside the model code.

Table 6. Values for the empirical coefficients a and b used to determine the fraction ﬁﬂ.
|4

| Drip diameter D (m) Fall distance X (m) a )
< 0.0033 all X 0 2200
2 0.0033 <75 1.93 1640
2 0.0033 =275 5.14 6600

Detachment by runoff

Detachment by runoff is calculated as follows:

Dof =Bae dyvs TC
Equation 113

where D, is the soil detachment by overland flow (kg m?s™), B, the detachment efficiency (-), dy the
length of a grid cell (m), v, the settling velocity (m s™') and TC the transport capacity (m? sediment m-
water).

The detachment efficiency B, is calculated as follows:

Bae = 0.79 ¢70-6COH
Equation 114

Where COH is the soil cohesion (kPa), which is determined from the combination of soil cohesion (COH;)
and root cohesion (COH,.).

The settling velocity (vg) is calculated following the method used in the KINEROS model (Woolhiser et
al., 1990):

Equation 115

where p, the sediment density (kg m), ds, the median grain size (m) and C, the drag coefficient, which
is a function of the particle Reynolds number:

24 3
Cqo=—+—=+034

Rn ' /R,

Equation 116

where R,, is the particle Reynolds number, defined as:
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Equation 117

where v, is an initial estimate of the settling velocity (m s™') and v is the kinematic viscosity of water (m?
s™"), assumed to be equal to 1 - 10® m? s'. The initial estimate of the settling velocity v, is calculated as
follows:

4 p
Usy = (5!7;5”_ 1)dSO

Equation 118

The transport capacity (TC) is determined according to the unit stream power method from the KINEROS

model (Woolhiser et al., 1990):
re=— % /S " (SP - SP.,)
- 2 |, —ofer
dso (5 —1)'N 9

p
Equation 119

where S is the slope (m m™), h the water depth (m), SP the stream power (kg m s%) and SP,, the critical
stream power (kg m s9).

The water depth (h) is determined with the Manning equation. We assumed a triangular shaped profile

on which the Manning equation is applied, where the width-to-depth ratio is a model parameter. First the
flow area is determined with an algebraic re-arrangement of the Manning equation:

fWD2+1)
Qn(Z WD

VS

2/3 3/4

A:

Equation 120
where Q is the discharge (m? s™'), n the Manning's coefficient (s m™3) and WD the width-to-depth ratio
(-). The discharge (Q) is obtained from the hydrological model and the Manning's coefficient (n) is defined

per land use class.

The water depth (h) is calculated as follows:

b= A
~ Jwb
Equation 121
The stream power (SP) is calculated as follows:
SP=pgQs$s

Equation 122

Sediment transported

The sediment taken into transport is simply the sum of detachment by raindrop impact and runoff:

sed = Dp + Doy
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Equation 123
Where sed is the sediment taken into transport (kg m2 s™).

HSPF

The Hydrological Simulation Program-Fortran (HSPF) model (Bicknell et al., 1993) simulates detachment
by raindrop impact with daily precipitation intensity as input. The soil erodibility is based on the USLE K-
factor, here estimated using the method proposed by Wischmeier et al. (1971). Detached sediment by
raindrop impact is stored in the sediment storage, which decreases as a result of soil crusting, simulated
by a reduction parameter. The amount of detached sediment by raindrop impact taken into transport is
a function of the sediment storage and the transport capacity. Detachment by runoff is a function of
surface runoff and a coefficient for scour of the soil matrix.

Detachment by raindrop impact

The original HSPF model accounts for the surface water storage (SURS), for instance as a result of
ponding. Since the hydrological model SPHY does not account for ponding, we assume the surface
water storage to be equal to 0. The detachment by raindrop impact, which is called washoff of detached
sediment by raindrop impact in Bicknell et al. (1993), is calculated as follows:

DETS for STCAP > DETS

WSSD = {STCAP for STCAP < DETS

Equation 124

Where WSSD is the detachment by raindrop impact (ton acre™'), DETS is the sediment storage (ton acre-
) and STCAP is the capacity for removing detached sediment (ton acre™).

The sediment storage is calculated as follows:

DETS = DETS (1 — AFFIX) + DET
Equation 125

Where DET is the sediment detached from the soil matrix by rainfall (ton acre™') and AFFIX is the fraction
by which DETS decreases each day as a result of soil compaction (-).

The sediment detached from the soil matrix by rainfall DET is calculated as follows:

RAIN )’RER

DET = DELT60 (1 — CR) SMPF KRER (m

Equation 126

Where DELT60 is the number of hours per interval (-), CR the fraction of the land covered by vegetation
(-), SMPF the supporting management practice factor (-), KRER the detachment coefficient dependent
on soil properties (-), RAIN the rainfall (inch interval™') and JRER the detachment exponent dependent on
soil properties (-).

The supporting management practice factor SMPF is assumed to be 1 for all land use classes. The
detachment coefficient dependent on soil properties KRER is estimated with the USLE K-factor
developed by (Wischmeier et al., 1971):

0.00021M'1*(12 — OM) + 3.25(Cspuser — 2) + 2.5(Cperm — 3)

KRER = 100

Equation 127
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Where KRER is the particle-size parameter (-), OM is the organic matter content (%), csoiiser iS the soil
structure class (-) and ¢, is the profile permeability class (-).

The particle-size parameter is calculated as follows:

M = (mgipe + Myp ) (100 — m,)
Equation 128

Where mg;, is the silt content (%), m,, is the very fine sand content (%) and m, is the clay content (%).
The capacity for removing detached sediment STCAP is calculated as follows:

SURO )JSER

STCAP = DELT60 KSER (m

Equation 129
Where KSER the coefficient for transport of detached sediment (-), SURO the surface outflow of water
(inch interval™) and JSER the exponent for transport of detached sediment (-). The surface water storage

SURO is estimated by the (routed) runoff from the hydrological model.

Detachment by runoff

Detachment by runoff, which is called scour of matrix soil in Bicknell et al. (1993), is calculated as follows:

SURO )’GER

SCRSD = DELT60 KGER (m

Equation 130

Where SCRSD is the scour of matrix soil (ton acre™'), KGER is the coefficient for scour of the matrix soil
(-) and JGER the exponent for scour of the matrix soil (-).

2.8.6.3 Sediment transported

The sediment taken into transport is simply the sum of detachment by raindrop impact and runoff:

SOSED = WSSD + SCRSD
Equation 131

Where SOSED is the total removal of soil and sediment from the surface by water (ton acre').

Routing

After calculating the different runoff components, the cell-specific total runoff (QTot) is calculated by
adding these different runoff components. Depending on the modules being switched on, the different
runoff components are i) rainfall runoff (RRo), (ii) snow runoff (SRo), (iii) glacier runoff (GRo), and iv)
baseflow (BF). Rainfall runoff is the sum of surface runoff (RO, Section 2.7.4) and lateral flow from the
first soil layer (LF;, Section 2.7.5). If the groundwater module is not used, then baseflow is calculated as
being the lateral flow from the second soil layer. QTot is eventually calculated according to:

QTot = RRo + SRo + GRo + BF
Equation 132
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with QTot (mm) the cell-specific total runoff, RRo (mm) rainfall runoff, SRo (mm) snow runoff, GRo (mm)
glacier runoff, and BF (mm) baseflow from the third soil layer or lateral flow from the second soil layer.
In order to obtain river discharge, QT ot needs to be routed through a flow direction network. SPHY allows
the user to opt between the use of a simple routing scheme (Section 2.9.1) or a more complex routing
scheme (Section 2.9.2) that involves the calculation of lake outflow through Q(h) relations. Both methods
require a flow direction network map, which can be obtained by delineating a river network using
PCRaster or GIS software in combination with a digital elevation model (DEM).

Runoff routing

In hydrology, streamflow routing is referred to as the transport of water through an open-channel network.
Since open-channel flow is unsteady, streamflow routing often involves solving complex partial
differential equations. The St. Venant equations (Brutsaert, 1971; Morris and Woolhiser, 1980) are often
used for this, but these have high data requirements related to the river geometry and morphology, which
are unavailable for the spatial scale SPHY is generally applied on. Additionally, solving these equations
requires the use of very small time steps, which result in large model calculation times. The use of very
small time steps in the St. Venant equations is required to provide numerical stability. Other models,
such as, e.g., SWAT (Neitsch et al., 2009), use the Manning equation (Manning, 1891) to define the rate
and velocity of river flow in combination with the variable storage (Williams, 1975) or Muskingum (Gill,
1978) routing methods to obtain river streamflow. But, the Manning equation also requires river bed
dimensions, which are generally unknown on the spatial scale that SPHY generally is applied on.

Therefore, SPHY calculates for each cell the accumulated amount of water that flows out of the cell into
its neighboring downstream cell. This can easily be obtained by using the accuflux PCRaster built-in
function, which calculates for each cell the accumulated specific runoff from its upstream cells, including
the specific runoff generated within the cell itself. If only the accuflux function is used, then it is assumed
that all the specific runoff generated within the catchment on one day will end up at the most downstream
location within one day, which is not plausible. Therefore, SPHY implements a flow recession coefficient
(kx (<)) that accounts for flow delay, which can be a result of channel friction. Using this coefficient, river
flow in SPHY is calculated using the three equations shown below:

rope — QT0t 00014
QTot: =~ 3500
Equation 133

Qaccu,t = accuflux(Fg;y, QTOt?)
Equation 134

Qrout,t =1 -kx)- Qaccu,t + kx - Qrout,t—l
Equation 135

with QTot; (m3s~1) the specific runoff on day t, QTot, the specific runoff in mm on day ¢, A (m?) the grid-
cell area, Quecyu s (M3s™1) the accumulated streamflow on day t without flow delay taken into account,
Qroure (M*s™1) the routed streamflow on day ¢, Qoys—1 (M3s™1) the routed streamflow on day t — 1, Fy;,
the flow direction network, and kx (-) the flow recession coefficient. The kx coefficient has values ranging
between 0 and 1, where values close to 0 correspond to a fast responding catchment, and values
approaching 1 correspond to a slow responding catchment. This coefficient is typically used for model
calibration.
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The user can opt to route each of the four streamflow contributors separately, which may be useful if one
wants to evaluate, for example, the contribution of glacier melt or snowmelt to the total routed runoff.
However, this increases model run time substantially, because the accuflux function, which is a time-
consuming function, needs to be called multiple times, depending on the number of flow contributors to
be routed.

Lake/reservoir routing

Lakes or reservoirs act as a natural buffer, resulting in a delayed release of water from these water
bodies. SPHY allows the user to choose a more complex routing scheme if lakes/reservoirs are located
in their basin of interest. The use of this more advanced routing scheme requires a known relation
between lake outflow and lake level height (Q(h) relation) or lake storage.

To use this routing scheme, SPHY requires a nominal map with the lake cells having a unique ID, and
the non-lake cells having a value of 0. The user can supply a Boolean map with “True” for cells that have
measured lake levels, and “False” for lake cells that do not have measured lake levels. This specific
application of SPHY is discussed in detail in Section 3.3.

Four different relations can be chosen to calculate the lake outflow from the lake level height or lake
storage, being (i) an exponential relation, (ii) a first-order polynomial function, (iii) a second-order
polynomial function, and (iv) a third-order polynomial function. The user needs to supply maps containing
the coefficients used in the different functions.

The lake/reservoir routing scheme simply keeps track of the actual lake storage, meaning that an initial
lake storage should be supplied. Instead of the simple accuflux function described in the previous
section, the lake/reservoir routing scheme uses the PCRaster functions accufractionstate and
accufractionflux. The accufractionflux calculates for each cell the amount of water that is transported out
of the cell, while the accufractionstate calculates the amount of water that remains stored in the cell. For
non-lake cells, the fraction that is transported to the next cell is always equal to 1, while the fraction that
is transported out of a lake/reservoir cell depends on the actual lake storage. Each model time step, the
lake storage is updated by inflow from upstream. Using this updated storage, the lake level and
corresponding lake outflow can be calculated using one of the four relations mentioned before. The lake
outflow can then be calculated as a fraction (Qf. (=) of the actual lake storage. Instead of using
Equation 134, Qg4 is then used in Equation 136 and Equation 137 to calculate the accumulated
streamflow and updated storage, respectively:

Qaccu,t = accufraCtionflux(Fdir'Sact,t' erac,t)
Equation 136

Sactt+1 = accufraCtionState(FdirrSact,tr erac,t)
Equation 137

with Sz (M) @and Sgep 1 (M?) the actual storage and updated storage to be used in the next time step,
respectively, and Qe (m3d™1) the accumulated streamflow on day ¢, without flow delay taken into
account. Since Q4. is always equal to 1 for the non-lake cells, the accufractionflux function becomes
equal to the accuflux function used in the previous section. This actually means that for the river network,
the same routing function from Section 2.9.1 is used, and that Equation 136 and Equation 137 only apply
to lake/reservoir cells.

In order to account for non-linearity and slower responding catchments, the same kx coefficient is used
again. This involves applying Equation 135 a last step after Equation 136 and converting the units from
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m3d~! to m3s~1. Since the accufractionflux and accufraction state functions are more complex to
compute, the use of these functions increases model run time.

Sediment fransport

Sediment is transported using a routing scheme that takes into account both the transport capacity TC
(ton ha™") of the accumulated runoff and the trapping efficiency of the reservoirs TE (-). The latter only
applies when the reservoir module is used. The transport capacity TC (Figure 5a) of the accumulated
runoff is based on

TC=k q° .7
Equation 138

Where k is a spatially distributed roughness factor (-),qs,s accumulated runoff per unit width (m? day™'),
S the local energy gradient (°), approximated by the slope, and § and y are model parameters (-). As
suggested by (Prosser and Rustomji, 2000) y = 1.4 and B is used for model calibration.

The roughness factor k is determined as follows:

Vactual

k =
Ubare
Equation 139

Where v, i the actual flow velocity (m s™') and v, is the flow velocity for bare soil conditions

(m s"). The actual flow velocity v, iS Obtained from equation 81 - Equation 84, applying a water depth
derua Of 0.25 m, which coincides with deeper rills from (Morgan and Duzant, 2008). The flow velocity for
bare soil conditions v,,, iS obtained from equation 81, applying values for n’ = 0.015 s m"? and dy,,, =
0.005m

Reservoir sediment trapping efficiency TE (Figure 5b), the percentage of sediment trapped by the
reservoir, is calculated according to (Brown, 1943):

1
TE=100|1-

1+0.0021D ¢

Abasin

Equation 140
Where D is a constant (-) within the range 0.046-1, depending on the reservoir operation

characteristics that we set at 0.1, C the reservoir capacity (m?), and Ay,;, the drainage area of the
subcatchment (km?).
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Figure 5: Sediment routing: (a) transport of sediment through the catchment (Equation 138), and (b) trapping
efficiency at the reservoirs (Equation 140).
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3 Applications

3.1

The SPHY model has been applied and tested in various studies, including real-time soil moisture
predictions in lowlands, operational reservoir inflow forecasting in mountainous catchments, irrigation
scenarios in the Nile basin, and climate change impact studies in the snow—glacier—rain dominated
Himalayan region. Some example applications will be summarized in the following sections.

Irrigation management in lowland areas

As SPHY produces spatial outputs for the soil moisture content in the root zone and the potential and
actual evapotranspiration (ET), it is a useful tool for application in agricultural water management
decision support. By facilitating easy integration of remote sensing data, crop growth stages can be
spatially assessed at different moments in time. The SPHY dynamic vegetation module ensures that all
relevant soil water fluxes correspond to crop development stages throughout the growing season.
Spatially distributed maps of root water content and ET deficit can be produced, enabling both the
identification of locations where irrigation is required and a quantitative assessment of crop water stress.

SPHY has been applied with the purpose of providing field-specific irrigation advice for a large-scale
farm in western Romania, comprising 380 individual fields and approximately ten different crops.
Contrary to the other case studies highlighted in this paper, a high spatial resolution is very relevant for
supporting decisions on variable-rate irrigation. The model has therefore been set up using a 30m
resolution, covering the 2013 and 2014 cropping seasons on a daily time step. Optical satellite data from
Landsat 8 (USGS, 2013) were used as input to the dynamic vegetation module. Soil properties were
derived from the Harmonized World Soil Database (Batjes et al., 2012), which for Romania contains data
from the Soil Geographical Database for Europe (Lambert et al., 2003). Using the Van Genuchten
equation (van Genuchten, 1980), soil saturated water content, field capacity, and wilting point were
determined for the HWSD classes occurring at the study site. Elevation data was obtained from the EU-
DEM data set (EEA, 2014), and air temperature was measured by two on-farm weather stations.

In irrigation management applications like these, a model should be capable of simulating the moisture
stress experienced by the crop due to insufficient soil moisture contents, which manifests itself by an
evapotranspiration deficit (potential ET—actual ET>0). Figure 6 shows the spatial distribution of ET
deficit, as simulated by the SPHY model for the entire farm on 03 April 2014. When SPHY is run in an
operational setting, this spatial information can be included in a decision support system that aids the
farmer in irrigation planning for the coming days.
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Figure 6: Spatial distribution of evapotranspiration (ET) deficit, as simulated by the SPHY model for a
Romanian farm on 03 April 2014. Transparency means no ET deficit.

For calibration purposes, field measurements of soil moisture and/or actual ET are desired. In this case
study, one capacitance soil moisture sensor was installed in a soybean field to monitor root-zone water
content shortly after 01 May 2014, which is the start of the soybean growing season. The sensor
measures volumetric moisture content for every 10cm of the soil profile up to a depth of 60cm. It is also
equipped with a rain gauge measuring the sum of rainfall and applied irrigation water, which was used
as an input to SPHY. Soil moisture measured over the extent covered by the crop root depth was
averaged and compared to simulated values (Figure 7).

Since this study was a demonstration project, only an initial model calibration was performed. The model
was in this case most sensitive for the crop coefficient (Kc), affecting the evaporative demand for water.
As can be seen in Figure 7, the temporal patterns as measured by the soil moisture sensor are well
simulated by the SPHY model. Based on daily soil moisture values, a Nash—Sutcliffe (Nash and Sutcliffe,
1970) model efficiency coefficient of 0.6 was found, indicating that the quality of prediction of the SPHY
model is “good” (Foglia et al., 2009). Soil moisture simulations could be further improved by conducting
a full model calibration, adjusting the soil physical parameters K, 1, SWy gc, SWy s, and SWy ,rg 5.
Remotely sensed sensed evapotranspiration can be used in the calibration process (Immerzeel and
Droogers, 2008), although such data are often not available on these small scales as ET is a very
complex variable to assess (Samain et al., 2012). It should also be noted that soil moisture content is
typically highly variable in space; a very high correlation between point measurements and grid-cell
simulations of soil moisture may therefore not always be feasible (Bramer et al., 2013).
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Soil moisture rootzone [mm]
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Figure 7: Measured and simulated daily root-zone soil moisture content during the 2014 growing season.
Rainfall+irrigation has been measured by the rain gauge that was attached to the moisture sensor.

Snow- and glacier-fed river basins

SPHY is being used in large Asian river basins with significant contribution of glacier melt and snowmelt
to the total flow (Khanal et al., 2021a; Immerzeel et al., 2012b; Lutz et al., 2012, 2014, 2016). The major
goals of these applications are two-fold:
Assess the current hydrological regimes at high resolution; e.g., assess spatial differences in the
contributions of glacier melt, snowmelt and rainfall-runoff to the total flow.
Quantify the effects of climate change on the hydrological regimes in the future and how these affect
the water availability.

Rivers originating in the high mountains of Asia are considered to be the most meltwater-dependent river
systems on Earth (Schaner et al., 2012). In the regions surrounding the Himalayas and the Tibetan
Plateau, large human populations depend on the water supplied by these rivers (Immerzeel et al., 2010).
However, the dependency on meltwater differs strongly between river basins as a result of differences
in climate and differences in basin hypsometry (Immerzeel and Bierkens, 2012). Only by using a
distributed hydrological modeling approach that includes the simulation of key hydrological and
cryospheric processes, and inclusion of transient changes in climate, snow cover, glaciers and runoff,
can appropriate adaptation and mitigation options be developed for this region (Sorg et al., 2012). The
SPHY model is very suitable for such goals, and has therefore been widely applied in the region (Khanal
et al,, 2021).

For application in this region, SPHY was set up at a 1km spatial resolution using a daily time step, and
forced with historical air temperature (Tg,g, Trmax: Tmin) @nd precipitation data, obtained from global and
regional data sets (e.g., APHRODITE, (Yatagai et al., 2012); Princeton, (Sheffield et al., 2006); TRMM,
(Gopalan et al., 2010) or interpolated WMO station data from a historical reference period. For this
historical reference period, SPHY was calibrated and validated using observed streamflow. For the future
period, SPHY was forced with downscaled climate change projections obtained from general circulation
models (GCMs), as available through the Climate Model Intercomparison Projects (e.g., CMIP3, (Meehl
et al., 2007); CMIP5, (Taylor et al., 2012), which were used as a basis for the Assessment Reports
prepared by the Intergovernmental Panel on Climate Change (IPCC).
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In central Asia, SPHY was applied in a study (ADB, 2012; Immerzeel et al., 2012a; Lutz et al., 2012) that
focused on the impacts of climate change on water resources in the Amu Darya and Syr Darya river
basins. SPHY was used to quantify the hydrological regimes in both basins, and subsequently to project
the outflow from the upstream basins to the downstream areas by forcing the model with an ensemble
of five CMIP3 GCMs. The SPHY model output fed into a water allocation model that was set up for the
downstream parts of the Amu Darya and Syr Darya river basins.

In the Himalayan Climate Change Adaptation Programme (HICAP), led by the International Centre for
Integrated Mountain Development (ICIMOD), SPHY has been successfully applied in the upstream
basins of the Indus, Ganges, Brahmaputra, Salween and Mekong rivers (Lutz et al., 2013, 2014). In this
study the hydrological regimes of these five basins have been quantified and the calibrated and validated
model (Figure 8) was forced with an ensemble of eight GCMs to create water availability scenarios until
2050. Table 7 lists the calibration and validation results. Based on the validation results, we concluded
that the model performs satisfactorily given the large scale, complexity and heterogeneity of the modeled
region and data scarcity (Lutz et al., 2014). We use one parameter set for the entire domain, which
inherently means some stations perform better than others. In the particular case of the upper Indus,
another possible explanation could be uncertainty in air temperature forcing in the highest parts of the
upper Indus basin (locations Dainyor bridge, Besham Qila and Tarbela inflow in Table 7), since
especially in this area, the used forcing data sets are based on very sparse observations. SPHY allowed
the assessment of the current contribution of glacier melt and snowmelt to total flow (Figure 9), and how
total flow volumes and the intra-annual distribution of river flow will change in the future (Lutz et al.,
2014).

Chatara, Koshi basin (Ganges)

5,000 -
Nash-Sutcliffe = 0.87
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Bias =79 %
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2,000
1,000
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Figure 8: Average monthly observed and SPHY-simulated flow (1998-2007) for the Chatara major discharge
measurement location in the Ganges basin (Lutz et al., 2014). Metrics are calculated based on monthly time
steps.
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Table 7: Station locations used for calibration and validation of the SPHY model in HICAP (Lutz et al., 2014).
Three stations were used for calibration for 1998—-2007. Five stations were used for an independent validation
for the same period. The Nash—Sutcliffe efficiency (NS) and bias metrics were calculated at a monthly time
step.

Location NS (=) Bias (%) Validation/calibration
Dainyor bridge 0.39 58.2  Validation

Besham Qila 0.66 247  Validation

Tarbela inflow 0.63 346 Calibration

Marala inflow 0.65 12.0  Validation
Pachuwarghat 0.90 —1.6  Validation

Rabuwa Bazar 0.65 —22.5 Validation

Turkeghat 0.87 —5.4  Calibration

Chatara 0.87 7.9  Calibration
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Figure 9: The contribution of glacier melt (a), snowmelt (b), and rainfall (c) to the total flow for major streams
in the upstream basins of the Indus, Ganges, Brahmaputra, Salween and Mekong during 1998-2007 (Lutz et
al., 2014).

For basins with snowmelt being an important contributor to the flow, besides calibration to observed flow,
the snow-related parameters in the SPHY model can also be calibrated to observed snow cover. For the
Upper Indus basin, the snow-related parameters degree-day factor for snow (DDF,) and snow water
storage capacity (SSC) were calibrated independently using MODIS snow cover imagery (Lutz et al.,
2016). The same MODIS data set was used as in (Immerzeel et al., 2009). From the beginning of 2000
until halfway through 2008, the snow cover imagery was averaged for 46 different periods of 8 days
(5 days for the last period) to generate 46 different average snow cover maps. For example, period 1 is
the average snow cover for 01-08 January for 2000 until 2008, whereas period 2 is the average snow
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cover for 09—16 January for 2000 until 2008, etc. The SPHY model was run for 2000—2007 at a daily
time step and, for each 1 x 1km grid cell, the average snow cover was calculated for the same 46 periods
as in the MODIS observed snow cover data set. Subsequently, these simulated snow cover maps were
resampled to 0.05 spatial resolution, which is the native resolution of the MODIS product. Figure 10
shows the basin-average observed and simulated fractional snow cover for the 46 periods during 2000—
2007 and Figure 11 shows the same at the 0.05 grid-cell level. As a final step, the baseflow recession
coefficient (ag,,,) and routing coefficient (kx) were calibrated to match the simulated streamflow with the
observed streamflow.

0.7 T T T T T T T T T

MODIS

Fractional snow cover [-]
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Figure 10: Observed and simulated average fractional snow cover in the upper Indus basin. The values
represent the 9-year average for 46 (8-day) periods during 2000-2007.
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Figure 11: (a) SPHY simulated snow cover 2000—-2007 and (b) MODIS observed snow cover 2000-2007.
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3.3

In the Pan-Third Pole Environment study for a Green Silk Road (Pan-TPE), SPHY has been successfully
applied in the 15 major river basins of the High Mountains of Asia (HMA) (Khanal et al., 2021)This study
explores changes in climate, water supply and demand, and suitable adaptation measures for green
development of the Silk Road Economic Belt (SREB) in the river basins crossed by the SREB transect.
To robustly assess the 21st-century climate change impact on hydrology in the entire HMA at a wide
range of scales (annual, decadal and multi-decadal), this study uses a 5km spatial and daily time step
temporal resolution SPHYv3.0 model. The SPHYVv3.0 model results are then used to understand the
regional hydrological patterns (Figure 12) and then quantify the compound effects of future changes in
precipitation and temperature based on the range of climate change projections in the CMIP6 climate
model ensemble. The SPHYv3.0 model in this study uses ERA5 (Hersbach et al., 2020) as input
meteorological forcings. The SPHYVv3.0 uses dynamic glacier module as described in section 2.6.4. For
more details regarding the study readers are referred to (Khanal et al., 2021).
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Figure 12: The upstream mountainous basins of HMA analyzed in Pan-TPE project (grey
boundaries). The green color represents the area above 2000 m. Shown are 1985-2014 mean
seasonal cycles of discharge (Q, in mm yr-1) contributed by baseflow (red), snowmelt (orange),
glacier melt (magenta), and rainfall-runoff (blue). Stacked bar plots aside show the average
annual contributions of the discharge components (Q, 1st bar), the precipitation (P, 2nd bar)
falling as rain (light purple) and show (purple), the actual evapotranspiration (light green, 3rd
bar), and sublimation (brown, 4th bar). The red triangles in the geographical map represent the
station locations used for the calibration and validation of the hydrological model with observed
discharge. The blue downward triangles represent the station locations where independent
model validation with observed discharge is performed. Note the difference in vertical scale for
each of the basins.

Flow forecasting

In data-scarce environments and inaccessible mountainous terrain, like in the Chilean Andes, it is often
difficult to install instrumentation and retrieve real-time physical data from these instruments. These real-
time data can be useful to capture the hydroclimatic variability in this region, and improve the forecasting
capability of hydrological models. Although statistical models can provide skillful seasonal forecasts,
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using large-scale climate variables and in situ data (Piechota et al., 1998; Grantz et al., 2005; Regonda
et al., 2006; Bracken et al., 2010), a particular hydropower company in Chile was mainly interested in
the potential use of an integrated system, using measurements derived from both Earth observation (EO)
satellites and in situ sensors, to force a hydrological model to forecast seasonal streamflow during the
snow melting season. The objective of the INTOGENER (INTegration of EO data and GNSS-R signals
for ENERgy applications) project was therefore to demonstrate the operational forecasting capability of
the SPHY model in data-scarce environments with large hydroclimatic variability.

During INTOGENER, data retrieved from EO satellites consisted of a DEM and a time series of snow
cover maps. Snow cover images were retrieved on a weekly basis, using RADARSAT and MODIS
(Parajka and Bldschl, 2008; Hall et al., 2002) imagery. These images were used to update the snow
storage (SS (mm)) in the model in order to initialize it for the forecasting period. Figure 13 shows the
snow storage as simulated by the SPHY model during the snow melting season in the Laja basin. These
maps clearly show the capability of SPHY to simulate the spatial variation of snow storage, with more
snow on the higher elevations, and a decrease in snow storage throughout the melting season.
Discharge, precipitation and temperature data were collected using in situ meteorological stations. In
order to calculate the lake outflow accurately, the SPHY model was initialized with water level
measurements retrieved from reflected Global Navigation Satellite System (GNSS) signals in Laja Lake.
Static data that were used in the SPHY model consisted of soil characteristics derived from the
Harmonized World Soil Database (HWSD) (Batjes et al., 2009) and land use data obtained from the
GLOBCOVER (Bontemps et al., 2011) product. The SPHY model was set up to run at a spatial resolution
of 200m.

Figure 14 shows the observed vs. simulated daily streamflow for two locations within the Laja River basin
for the historical period 2007—2008. It can be seen that model performance is quite satisfactory for both
locations, with volume errors of —4 and —9.4% for the Abanico Canal (downstream of Lake Laja) and
Rio Laja en Tucapel, respectively. The NS coefficient, which is especially useful for assessing the
simulation of high discharge peaks, is less satisfactory for these locations. Hydropower companies,
however, have more interest in expected flow volumes for the coming weeks/months than in accurate
day-to-day flow simulations, and therefore the NS coefficient is less important in this case. If the NS
coefficient is calculated for the same period on a monthly basis, then the NS coefficients are 0.53 for the
Abanico Canal and 0.81 for Rio Laja en Tucapel. It is likely that SPHY model performance would even
have been better if a full model calibration would have been performed.
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Figure 13: Snow storage (mm) as simulated by the SPHY model on 12 August (left) and 01 October (right)

during the snow melting season of 2013 in the Laja River basin.

The hydropower company’s main interest is the model’'s capacity to predict the total expected flow for
the coming weeks during the melting season (October 2013 through March 2014). To forecast
streamflow during the snow melting season, the SPHY model was forced with gridded temperature and
precipitation data from the European Centre for Medium-range Weather Forecasts (ECMWF) Seasonal
Forecasting System (SEAS) (Andersson, 2013)(Andersson, 2013)(Andersson, 2013)(Andersson, 2013).
The SEAS model provided daily forecasts at a spatial resolution of 0.75, 7 months ahead, and was used
to forecast streamflow up till the end of the melting season. Figure 15 shows the bias between the total
cumulative forecasted flow and observed flow for the 23 model runs that were executed during
operational mode. Although there are some bias fluctuations in the Rio Laja en Tucapel model runs, it
can be concluded that the bias decreases for each next model run for both locations, which is a logical
result of a decreasing climate forcing uncertainty as the model progresses in time. It can be seen that
the SPHY model streamflow forecasts for Canal Abanico, which is downstream of Laja Lake, are
substantially better than for Rio Laja en Tucapel (the most downstream location). The reason for this has
not been investigated during the demonstration study, but since model performance for these two
locations was satisfactory during calibration, a plausible explanation could be the larger climate forecast
uncertainty in the higher altitude areas (Hijmans et al., 2005; Rollenbeck and Bendix, 2011; Vicufa et
al., 2011; McPhee et al., 2010; Mendoza et al., 2012; Ragettli and Pellicciotti, 2012; Ragettli et al., 2014)
in the northeastern part of the basin that contributes to the streamflow of Rio Laja en Tucapel.
Additionally, only two in situ meteorological stations were available during operational mode, whereas
during calibration, 20+ meteorological stations were available. Moreover, these operational
meteorological stations were not installed at higher altitudes, where precipitation patterns tend to be
spatially very variable (Wagner et al., 2012; Rollenbeck and Bendix, 2011).
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Figure 14: Daily observed vs. SPHY simulated streamflow (period 2007-2008) for the streamflow stations
Canal Abanico (ID 19) and Rio Laja en Tucapel (ID 23). The Nash-Sutcliffe (NS) and bias model performance
indicators are shown as well.
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Figure 15: Bias between total cumulative forecasted flow and observed flow for the 23 model runs that were
executed between the end of September 2013 and March 2014. Results are shown for the locations Canal
Abanico (ID 19) and Rio Laja en Tucapel (ID 23).

Soil erosion and sediment transport

The soil erosion and sediment transport modules were applied in the Upper Segura River catchment
(2,589 km?) under present and future projected climate conditions. The Upper Segura catchment is
located in the headwaters of the Segura River in southeastern Spain. The climate in the catchment is
classified as temperate (80% of the catchment) and semi-arid (20%). The catchment-average annual
precipitation is 570 mm (1981-2000) and the mean annual temperature is 13.2 °C (1981-2000). The main
landuse types are forest (45%), shrubland (40%), cereal fields (7%) and almond orchards (4%). The
main soil classes are Leptosols (38%), Luvisols (27%), Cambisols (16%) and Calcisols (11%). There are
5 reservoirs located in the catchment with a total capacity of 663 Hm?3, which are mainly used to store
water for irrigation purposes.

All input data were prepared at a 200 m grid size. Daily precipitation data were obtained from the
SPREAD dataset (Serrano-Notivoli et al., 2017 and temperature data were obtained from the SPAIN0O2
dataset (Herrera et al., 2016). Soil textural fractions (sand, clay and silt) and soil organic matter content
were obtained from the global SoilGrids dataset (Hengl et al., 2017). A Digital Elevation Model was
obtained from the SRTM dataset (Farr et al., 2007)(). The spatially distributed rock fraction map was

obtained by applying the empirical formulations from (Poesen et al., 1998), which determine rock fraction
based on slope gradient.

The soil erosion model requires landuse-specific input for plant height (PH), stem density (NV), stem
diameter (D), ground cover fraction (GC) and, optionally, the Manning's roughness coefficient for
vegetation (nvegetaion). The user needs to specify whether the landuse class is non-erodible (e.g.
pavement and water), tilled or non-vegetated (e.g. bare soil or tilled orchards). We obtained values for
each of these parameters through observations from aerial photographs, expert judgement and as part
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of the calibration procedure (Table 8). The tillage parameter RFR was set to 6, which corresponds to
Cultivator tillage (Morgan and Duzant, 2008). The input parameters change when a crop is harvested,
therefore, we varied the input parameters according to the sowing-harvest cycle representing the
cropping cycle for horticulture and cereals.

Table 8: Input parameters for the soil erosion model (' T = tillage, NE = no erosion, NV = no vegetation, 2 Day
of the Year, ® Obtained from (Chow, (1959)

Landuse
class

mannin sowing harvest other!

g
(fraction) (s m™3)  (doy)? (doy)?

Cereal 0.75 r5n0§) 0.02 0.31 n.a. 288 166 T
(harvested) 0 0 (5) 0 n.a. T
Huerta 0.5 500 0.01 0.5 n.a. n.a. n.a. T
Horticulture 0.3 6.25 0.25 0.39 n.a. 288 166 T
(harvested) 0 0 0 0 n.a. T
Tree crops 2 n.a. na. <0.01 n.a. n.a. n.a. T,NV
Vineyard 1 n.a. na. 0.02 n.a. n.a. n.a. T,NV
Forest 10 n.a. na. 0.53 0.23 n.a. n.a.

Shrubland 0.5 n.a. na. 045 0.13 n.a. n.a.
Water/urban 0 0 0 0 n.a. n.a. n.a. NE

Here we present a selection of model results to illustrate the main capabilities of soil erosion and
sediment transport modules. Soil erosion shows an important intra-annual variability due to seasonal
changes in climate forcing and vegetation cover (Figure 16). Soil erosion follows the precipitation sum
for crops with little to no ground cover (i.e. tree crops and vineyard), with high values in the winter, spring
and autumn months and low values in the summer months. Some crops show a distinct peak in the
vegetation development in the spring (April-May), e.g. huerta and horticulture. While this period has a
relatively high precipitation sum, soil erosion decreases as a consequence of the increased vegetation
cover indicated by the NDVI in this period. The temporal variation of the vegetation development of
cereals and horticulture shows a slightly distinct pattern from the other land use classes. Both crops
show an increase in the spring months (March-May), which indicates the rapid growth of these crops in
these months. However, during the summer months (June-August) the NDVI decreases, which coincides
with the period when the crops are harvested, followed by the post-harvest period. In the latter period,
we assume bare soil conditions for these crops. For both crops this ultimately results in the highest
annual erosion rates in the post-harvest period (October).
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Figure 16: Monthly precipitation sum (mm), NDVI (-) and soil erosion (Mg km yr') per landuse class for the
period 1981-2000. The gray area indicates the period when cereals and horticulture are harvested and model
parameters are changed to bare soil conditions

We simulated also the impacts of a projected climate change scenario, by comparing predicted soil
erosion rates and sediment yield under the reference scenario (1981-2000) with a future scenario (2081-
2100). We used a future emission scenario from the Representative Concentration Pathways (van
Vuuren et al., 2011). For this exercise we used projected climate data for RCP8.5 obtained from one
Regional Climate Model (CLMcom MPI-ESM-LR) from the EURO-CORDEX initiative (Jacob et al., 2014).
The climate forcing (precipitation and temperature) was bias-corrected using quantile mapping (ThemeBl|
et al., 2012). The climate change scenario projects a decrease of the annual precipitation sum
decreases, however, extreme precipitation is projected to increase, which is most relevant for soil
erosion.

In the reference scenario the highest hillslope erosion (SSY) is projected in the river network (Figure 17),
where accumulated runoff causes an increase of soil erosion rates. In the future climate scenario, the
catchment-median hillslope erosion increases from 43.3 to 55.2 Mg km2yr, an increase of 27.7%. This
shows that the increase in extreme precipitation has a more pronounced impact on soil erosion than the
decrease of annual precipitation sum. Reservoir sediment yield (SY) decreases in all five reservoirs
between 42.4-59.0% in the future climate scenario. While it is likely that a decrease of hillslope erosion
in the western part of the catchment causes a decrease of reservoir SY, it is less obvious why in the
eastern part of the catchment an increase in hillslope erosion is not reflected in an increase in reservoir
SY. The explanation for this lies in the fact that a decrease in precipitation sum causes a decrease of
accumulated runoff and, subsequently, a decrease of sediment transport capacity, increased sediment
deposition and decreased reservoir SY.
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4

4.1

4.2

4.2.1

Installation of SPHY

General

SPHY v3.1 can only be installed at the moment as a stand-alone application, where the user can run the
model from the command prompt. The earlier versions of SPHY 2.0 and 2.1 have Graphical User-
Interfaces (GUI) as plugins and have the advantage that changing the model input and output, as well
as changing model parameters, is more clear and user-friendly. The GUIs developed using QGIS'
Geographical Information System (GIS) are not available for the SPHYv3.1. Section 4.2 describes the
installation of SPHY v3.1 as a stand-alone application. The main differences between SPHY 2.0/2.1 and
SPHY v3.1 are that SPHY v3.1 includes a mass conserving glacier change routine, whereas 2.0/2.1
treats glaciers as static entities, and that SPHYVv3.1 includes modules for soil erosion and sediment
transport, which are not included in SPHY 2.0/2.1.

Installing SPHY as a stand-alone application

In order to install SPHY as a stand-alone application it is required to have a PC with a Windows operating
system. The software packages that are required to run the SPHY model as a stand-alone application
are:

Miniconda
SPHY v3.1 source code

These packages need to be installed in the same order as shown above, and the installation of each
package is described in the following sections.

Miniconda

First download and install Miniconda from https://docs.conda.io/en/latest/miniconda.html. It is important
to ensure that you download the Miniconda3 Windows 64-bit version. You may need to check which
version of Python is supported by the PCRaster. Here we use py310 64-bit version. It is not mandatory
to change the destination folder for Miniconda but we prefer to install it in ‘C:\Miniconda’. Note you need
to create the Miniconda folder (see below).

' http://www.qgis.org/en/site/
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2 Miniconda3 py310_23.3.1-0 (64-bit) Setup — >

Choose Install Location

J ANACONDA Choose the folder in which to install Miniconda3 py310_23.3.1-0
(B4-hit).

Setup will install Miniconda3 py310_23. 3. 1-0 (64-hit) in the following folder. To installin a
different folder, dick Browse and select another folder. Click Mext to continue,

Destination Folder
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Space reguired: 245.6 MB
Space available: 97.7 GB
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Figure 18: Installation of Miniconda.

After Miniconda installation check if the following paths have been added to the system environment. If
paths were not added then add the followings to the ‘Path’ in system environment variables:

C:\Miniconda\Scripts
C:\Miniconda
C:\Miniconda \Library\bin

To add this path, open control panel and search for ‘edit the system environment variables’ (see below).
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[a System

== W Edit the system environment variables
Edit environment variables for your account
& Adjust the appearance and performance of Windows
W) Rename this computer
Show which operating system your computer is running

\{Q Power Options

Edit power plan

Change power-saving settings
Change what the power buttons do
Change when the computer sleeps
Choose when to turn off display
Choose a power plan

Administrative Tools
9 Edit group policy

Fonts
Private Character Editor

Default Programs

Security and Maintenance
Change Automatic Maintenance settings

Devices and Printers
Change default printer
Set up USB game controllers

#H $& > T

1 Trouhlachanting

Figure 19: Finding the environment variable.
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A new window will popup. Click on Environment variables.

System Properties x

Computer Name  Hardware Advanced  System Protection Remote

You must be logged on as an Administrator to make most of these changes

Performance

Visual effects, processer scheduling, memory usage, and vitual memory

User Profiles
Desktop settings related to your signdin

Settings

Startup and Recovery
System startup, system failure, and debugging information

Settings..

Environment Variables...

0K Cancel Apply

Figure 20: Setting the Path variable.

In the System variables tab click on Path and edit it.
:.ﬁ.'-w - [m] S

E I,
User variables for SonuKhanal = ;
Edit environment variable X
Variable Value
OneDrive C:\Users\SonuKhanal\OneDrive = *
Path Ci\Users\SonuKhanal\AppData\Local\Microsoft\WindowsApps; storit, ~
TEMP C:\Users\SonuKhanalAppData\Local\Temp o5, stemRoot Sy stem 3z Wbem 0
ot Sl %SYSTEMROOT\System 32\ WindowsPowerShellu 1.0y
%SYSTEMROOT.\System32\ OpenSSH Browse...
Ci\peraster-4.2.T\bin
C\Miniconda\Scripts Delete
] it et C\Miniconda
C:\Miniconda\Libran\bin
Move Up
System variables
Variable Velue A Lol
ComSpec C:\Windows\system32\cmd exe
DriverData C:\Windows\System32\Drivers\DriverData T
NUMBER_OF_PROCESSORS 32
os Windows_NT
Path C:\Windows\system32 C:A\Windows; CAWindows\System32\When;...
PATHEXT \COM: EXE:.BAT:.CMD: VBS; VBE;.JS;.JSE:.WSF: WSH: MSC
PROCESSOR ARCHITECTURE  AMDB4
New... Edit... Delete
oK Cancel
o' Change default printer
Set up USE game controllers
— Teoublack >

Figure 21: Copying the path.

Open command prompt by typing ‘cmd in search bar of windows. A command prompt will open. Type
‘conda’ and it will populate the command prompt screen with the following commands.
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C:\Users\SonuKhanal>conda
usage: conda [-h] [-V] command

conda is a tool for managing and deploying applications, environments and packages.

Options:

positional arguments:
command

clean Remove unused packages and caches.

config Modify configuration values in .condarc. This is modeled
after the git config command. Writes to the user .condarc
file (C:\Users\SonuKhanal\.condarc) by default.

create Create a new conda environment from a list of specified
packages.

help Displays a list of available conda commands and their help
strings.

info Display information about current conda install.

install Installs a list of packages into a specified conda
environment.

list List linked packages in a conda environment.

package Low-level conda package utility. (EXPERIMENTAL)

remove Remove a list of packages from a specified conda environment.

uninstall Alias for conda remove. See conda remove --help.

search Search for packages and display associated information. The
input is a MatchSpec, a query language for conda packages.
See examples belowu.

update Updates conda packages to the latest compatible version. This
command accepts a list of package names and updates them to
the latest versions that are compatible with all other
packages in the environment. Conda attempts to install the
newest versions of the requested packages. To accomplish
this, it may update some packages that are already installed,
or install additional packages. To prevent existing packages
from updating, use the --no-update-deps option. This may
force conda to install older versions of the requested
packages, and it does not prevent additional dependency
packages from being installed. If you wish to skip dependency
checking altogether, use the '--force' option. This may
result in an environment with incompatible packages, so this

porade Allac

Figure 22: Cﬁecking if conda works.
From the command prompt type ‘activate C:\Miniconda’

To run SPHYV3.1 several packages need to be installed so we need to install the specific version of
Python and the other dependent packages. This process takes a bit of time. Type:

conda create --name pcraster -c conda-forge python pcraster spyder matplotlib pandas netCDF4 scipy
pyproj

In case error messages related to missing packages appear when trying to run the SPHY model, the
missing packages can be installed separately.

Add additional packages (if needed):
conda install --name pcraster -c conda-forge pandas

SPHY v3.1 source code

The SPHY v3.1 source code can be obtained from the SPHY model website
(https://github.com/FutureWater/SPHY/tags). The source code is available as a zip-file (SPHY3.1.zip)
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and needs to be extracted to a folder on your hard drive. This folder can be zipped anywhere on the PC
depending on where you want to keep all the model files (D:\\SPHY3_1). It is important to note that do
not use space in the folder names for SPHY. After unzipping the contents of the SPHY3.1 zip to a folder
of your preference, installation has been completed successfully. Alternatively the code can be cloned
using git from the github page.

Open the command prompt and browse to the SPHY3.1 folder where all the SPHY source codes (.py)
files are copied. This can be done by copying and pasting the SPHY source code folder:

- cd D:\SPHY3_1\to the command prompt.
Also, activate the environment by typing:
- conda activate pcraster.

After creating the required input files (see section 5), the SPHY model can be run from the command
line by typing python sphy.py sphy_config.cfg.
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5.1

5.2

Build your own SPHY-model

A SPHY model preprocessor has been developed that enables the user to automatically generate SPHY
model input data for a selected area of interest. This preprocessor has been developed as a plugin for
QGIS, and generates the input data using a database that can be selected by the user. Currently, only
one database can be used by the preprocessor: the “Hindu Kush-Himalaya” database (xmin: 65, xmax:
100, ymin: 20, ymax: 40). The name of the SPHY model preprocessor is “SphyPreProcess” (v1.0), and is
described together with the SPHY model plugin in the SPHY GUIs manual (Terink et al., 2015b).

If your area of interest is not covered by the extent of the database, then you can choose to create your
model input data manually (as is done in the Pungwe case-study (Terink et al., 2015a). You will need the
PCRaster command line functions and GIS software, like the open source QGIS. The steps that are
required to do this are described in the sections below.

Select projection extent and resolution

First you need to start a new project within QGIS. Give it a useful name and save your project regularly
during the steps in the following sections. Because all calculations in SPHY are metric, you will need to
project your data in a metric coordinate system. In the example of the Pungwe basin, we chose the
WGS84 UTM Zone 36 South projection (EPSG:32736). Define the minimum and maximum x and y
values in the projection that you have chosen that cover the entire area you want to model. Then, define
the spatial resolution of your model. The choice of resolution will be a tradeoff of the resolution of your
input data, computation resources availability, number of runs you intend to do and required detail for
your modelling purpose. For your reference, the model for the Pungwe case study has an extent of 275
x 255 km. For this model the spatial resolution is 1000 x 1000 m, and thus the model contains ~70.000
grid cells. Running this model at a daily time step for 5 years takes about 5 minutes.

In order to create your own model, you need to setup the directory structure. This means you need to
create a new SPHY model directory (containing the SPHY model source *.py files) and in that directory
you need to create a new input and output directory.

Clone map

You will need to define a ‘clone’ map, which is a map in PCRaster format, with the model extent and
resolution. This map is used as the ‘template’ for your model. You can create a clone map using
PCRaster’s mapattr command in the Windows Command line window. Make sure you are in the model’s
input directory. This can be done using commands as for example:

e C:enter-> go to your c-drive
e cd c:\SPHYlinput enter - go to the SPHY\input directory on your c-drive

d: enter = go to your d-drive
cd d:\SPHY\input enter - go to the SPHY\input directory on your d-drive
etc.
If you are in the model’s input directory, then type following in the Command line:

mapattr clone.map

You will enter a menu, where you can set the clone map’s properties:
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BN Command Prompt - mapattr clene.map m= || E 2 B | B =] =0

creation of map: clone.map

umber of rows =NOT SET»

number of columns =#MOT SET=

data type boolean

cell representation zmall integer

projection y increases from bottom to top
» upperleft corner a.a

v upperleft corner

cell length

angle {degrees)

file id

ACTIOMS : keyboard-keysz=action
Enter=Select; ArrouwDown.j=Linelown Arrowlp.k=Linelp;
=Quit; uw=UndoLastEdit;

Figure 23: Command line menu for clone creation

Change the settings of the number of rows, number of columns, check if the y values in your model
projection increase from bottom to top or from top to bottom, define the x and y values of the upperleft
corner of your model’s extent, and define the cell length (spatial resolution).

When all is set, press “q” to quit and then press “y’ to confirm the map creation. Then drag the newly
created map into QGIS to check if the map has the correct extent. Remember to set the CRS of the
“clone.map” after dragging the map into QGIS.

5.3 DEM and Slope

Before you continue with the next steps, make sure that you have opened the “Processing Toolbox” in
QGIS (see Figure 24). Next make sure that you select the “Advanced interface” from the “Processing
Toolbox” (see Figure 25).

q
1

“ ol Graphical Modeler. ..
| & History...

|#% Options...
;y_o Results Viewer. .,

Cirl+AlE+HM

| 3 Commander

Processing Toolbox

—I- Recently used algorithms
/| Reproject layer
¢ v.report - Reports geometry statistics for vectors,
6 Resampling
6 Interpolate (Cubic spline)
6 Thin plate spline (tin)
6 Thin plate spline (global)
=) g GDALJOGR [45 geoalgorithms]
£y GRASS commands [160 geoalgorithms]
+1- off Models [0 geoalgorithms]
] a Orfeo Toolbox (Image analysis) [33 geoalgorithms]
2 # QGIS geoalgorithms [103 geoalgorithms]
] % SAGA (2.1.2) [235 geoalgorithms]
= |§&| Scripts [0 geoalgorithms]
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Processing Toolbox
Search...

=l Recently used algorithms
J’ Reproject layer
& w.report - Reports geometry statistics for vectors,
@- Resampling
@- Interpolate (Cubic spline)
@- Thin plate spline (tin)
@- Thin plate spline {global)
0 GDALJOGR [45 geoalgorithms]
& GRASS commands [160 geoalgorithms]
-ﬁ Models [0 geoalgorithms]
? Orfen Toolbox (Image analysis) [63 geoalgorithms]
¥ QGIS geoalgorithms [103 geoalgorithms]
% SAGA (2.1.2) [235 geoalgorithms]
Scripts [0 geoalgorithms]

E-&-E-E-5-E-5

Advanced interface -

Figure 25: Selecting the “Advanced interface” in the “Processing Toolbox”.

Use your own DEM or otherwise the DEM provided in the database. You will need to project your DEM
in the model’s projection and resample the DEM to model resolution and extent. You can do that using
the following steps:
Drag the DEM inside the QGIS canvas;
Use the Warp tool in QGIS to reproject the DEM to the Coordinate Reference System (CRS) of your
basin (EPSG:XXXXXX). This can be found under Raster > Projections > Warp (Reproject) (see
Figure 26).
Within the Warp tool you need to select the “Input file”, the “Output file”, and the “Target SRS”. The
“Input file” is the layer that you need to reproject, which is in this case the dem. The “Output file” is the
file to which you want to save the reprojected dem in GeoTiff format (*.tif). Give it a useful name and
save it in a directory that is useful. In the example of Figure 27, the reprojected dem is saved under
the SPHY/input/ directory with the name: dem_pr.tif. Finally, it is important that you select the correct
“Target SRS” (EPSG:XXXXX), which you defined in Section 5.1. In the example of Figure 27 it is
EPSG:32737. Then click OK to do the reprojection. After the reprojection is finished click OK, and
again OK, and finally Close.

./ QGIS 24.0-Chugiak
Project Edit View Layer Settings Plugins \Vector | Raster | Database Web Processing Help

= -“" e g =" F
D . Q @ ‘;h @ &= Raster calculator : k] !4;_,-' \ (/LEJ‘

Georeferencer
| ot — - o Heatrmap ] b - — —
F o Jez = he
e — Interpolation v - =V I |
G (A o @ O @ ﬁ Terrain analysis * E ( 'ﬁ.ﬁ..]
S i Zonal statistics v e
g po Broweser
2 Bad T & Conversion i A
Extraction LI N
'D J Project home i X 1) h’act projection

Figure 26: Warp tool
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|
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Figure 27: Setting the files and Source and Target SRS in the Warp Tool.
The next step involves resampling the projected dem from step 3) to the extent and spatial resolution

of the clone.map. For this you need to type “resampling” in the “Processing Toolbox” search window
(see Figure 28).

Processing Toolbox

x|

resampling

=~ Recently used algorithms

Resampling
& GRASS commands [160 geoalgorithms]
[=h Raster (.%)

& rresample - GRASS raster map layer data resampling capability using nearest neighbors.
E- & SAGA (2.1.2) [235 genalgorithms]
=) Grid - Tools

@ Resampling

El

Figure 28: Selecting the Resampling tool in the Processing Toolbox.

Then double click “Resampling” under SAGA - Grid — Tools to open the Resampling tool as shown
in Figure 29.

Within this tool you need to select the “Grid” file that you want to resample, the “Interpolation Methods”
for scaling up and for scaling down, the “Output extent”, the “Cellsize”, and the “Grid” to which you
want to save the resampled file. You also need to check or uncheck the “Preserve Data Type” option.
You can use Table 9 to determine which options to set for the “Preserve Data Type”, and the
“Interpolation Methods” for scaling up and for scaling down.

FutureWater 73




resampling

E}- Recently used algorithms

Resampling
4 = 'y GRASS commands [160 geoalgorithme
= Raster (%)

Parameters | log | Help 4y rresample - GRASS raster me
. El- & SAGA (2.1.2) [235 geoalgorithms]

Grid - Grid - Tools

dem_pr [EPSG:32737] = E] " (& Resampling

Preserve Data Type
Interpolation Methed (Scale Up)
[1] Bilinear Interpolation

Interpolation Method (Scale Down)
[1] Bilinear Interpolation

Qutput extent (xmin, xmax, ymin, ymax)

120849.0,727349.0,8196188.0,8583188.0 L
Use lay *fcanvas extent

Cellsize
Select extent on canvas

1000.000000

Use min covering extent from input layers

Grid
E:fActive/NUFFIC_Mozambique/TEST/SPHY finput/dem_res. tif

R/ Open output file after running algorithm

Figure 29: Setting the Resampling tool options.

Table 9: Resampling settings based on the layer data type.

Layer datatype Preserve Data Interpolation Interpolation Example
Type Method (scale Method (scale layer
Up) Down)
Continuous No Bilinear Bilinear DEM
Classified No Majority Nearest neighbor Landuse

Since the projected dem that we want to resample is continuous data, we select “Bilinear Interpolation”
for both the interpolation methods, and we uncheck the “Preserve Data Type” option. For the “Grid” we
select the projected dem from step 3). For the “Output extent” we use the layer extent (see Figure 29)
of the clone.map. For the “Cellsize” (=cell length) you can fill in the value that you determined in
Section 5.1. Then, save the resampled Grid as GeoTiff in the “Grid” in a useful directory. In the example
of Figure 29 the file is saved as dem_res.tif under the directory SPHY/input/. Finally, click Run to
finish the resampling. If these steps are performed correctly, then your resampled dem should have
the same extent and spatial resolution as your clone.map.

The final step involves converting the GeoTiff format to the PCRaster *.map format. This can be done
using the Translate function under Raster - Conversion > Translate (Convert Format) (see Figure
30).
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Figure 30: Translate tool (convert raster format)
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In the “Translate” box (see Figure 31) make sure that you select the “Input Layer” (result from step 7)

and set the “Output Layer”. The “Output Layer” should be save as PCRaster Raster File format
(*.map). In the example of Figure 32 we save it in the SPHY\input\ directory with the name

dem.map. Finally click OK, and OK, and OK, and Close to finish this step.

“ /. Translate (Convert format) 7=

Batch mode (for processing whole directory)

Input Layer Grid - Select. ..

Qutput file E: fActive /NUFFIC_Mozambigque /TEST/SPHY finput/dem.map Select. ..
TargetSRS  [EPSGi32737 ] | select.
Outsize (5% =
No data [lj '%]
Expand [Grav | il ]
Srowin [ ]
Prijwin [ ]
Sds

v Creation Options

Profile [ Default

| Mame

| Value

Help

& Load into canvas when finished

gdal_translate -of PCRaster E: /Active/NUFFIC_Mozambique,/TEST/SPHY finput/dem_res. tif

E: fActive MUFFIC_Mozambique TEST/SPHY finput/dem.map

Close

(4]
©]

Help

Figure 31: Setting the Translate options.
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5
FE; Select the raster file to save the results to &Iﬂ—hj
e —
Look in: . E:\Active \NUFFIC_Mozambique \TEST\SPHY input Q0 O i E]

WA My Computer & clone.map

R wilco
File name: dem.map —
Fies of type: | PCRaster Raster File (*.map *.MAP) - Cancel

Figure 32: Saving the translated raster as a PCRaster Raster File (*.map).
Now you should have the DEM in the model resolution and extent and in PCRaster format.

The slope map can be derived from the DEM using the slope command. This can be done in the Windows
Command line window by typing:

pcrcalc slope.map = slope(dem.map)

Delineate catchment and create local drain direction map

You can now use the DEM you created in the previous section to generate a local drain direction (LDD)
map for your own model area.

To create a flow direction map (or local drain direction (LDD)), you can use the pcraster command
Iddcreate. Type the following command in the Windows Command line window:

pcrcalc Idd.map = Iddcreate(dem.map, 1€31,1e31,1e31,1e31)

This command should also fill the sinks in the DEM to avoid that pits are generated in the depression in
the DEM, which could hamper the water to flow to the basin’s outlet. A good way to test if the LDD map
is correct is to calculate for each cell how many cells are upstream. You can do this using the pcraster
command accuflux. Type:

pcrcalc accuflux.map = accuflux(ldd.map, 1)

Drag the newly generated accuflux.map to the QGIS canvas. Check if the stream network is complete,
and all branches are connected to the outlet point.

If the generated LDD is not entirely correct and not all streams are connected toward the downstream
outlet point, this happens because during the creation of the LDD map, pits have been generated where
depressions in the landscape are present. More details on the LDD generation can be found in the
PCRASTER online manual. There are multiple ways to overcome the problem of pit generation. The first
and most easy option is to try this command in the Windows Command line window:

pcrcalc Idd.map = Iddrepair(ldd.map)

If this does not solve the correct creation of the Idd.map, then you can try the following options:
Test different values for the parameters in the Iddcreate command
Remove pits manually by changing the values for those cells.
Use a map with the streams present in your study area and “burn” them into the DEM to force the
other cells to drain in into them.
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1.

Preparing stations map and sub-basins.map

To prepare a stations map it is easiest to use a vector file with the point locations (for example a
shapefile), to a PCRaster grid (.map file). You can create a new shapefile with points in QGIS under
Layer > New > New Shapefile layer:

/' QGIS 2.4.0-Chugiak

New b4 Mew Shapefie Layer... k‘ Cirl+5hift+N

Embed Layers and Groups. .. /£ New Spatialite Layer ... Ctrl+Shift+A

| | Add from Layer Definition File...
! TP R

Figure 33: Create new shapefile layer

Project Edit  View

M B

Settings

Flugins ‘Vector Raster Database Web Processing Help

i.':__ Create new GPX layer

Make sure that you select “Point” and that the CRS corresponds (see Figure 34) with the EPSG that you
have defined in Section 5.1. Finally click OK to create the New Shapefile Layer and save it under a useful
name, for example locations.shp.

~
/1 New Vector Layer M
Type
® Point Line Polygon
File encoding System =

Selected CRS (EPSG:4326, WGS 84)

Selected CRS (EPSG:

Project CRS (EPSG:32737 - WGS 84 / UTM zone 375
Default CRS (EPSG:4326 - WGS 84)
EP5G:32736 - WGS 84 / UTM zone 365
EPSG:32648 - WGS 84 f UTM zone 48N
EPSG:32645 - WGS 84 f UTM zone 45M
EPSG:32631 - WG5S 84 f UTM zone 31N

veTou T

[ Add to attributes list

Attributes list
Mame Type | Width Precision
id Integer 10

[«]

b

Figure 34: Setting the properties of the New Shapefile Layer.

The next step involves adding points to the Shapefile where you want the SPHY model to report time-
series. Often these points correspond with the locations of discharge measurement stations. If you have
an existing Shapefile of discharge measurement stations in your basin, then you can easily drag this file
into QGIS to identify these locations. Now you can start adding points to the newly created Shapefile by
following these steps:

Make sure the “locations” layer is selected. Then click “Toggle Editing” to change the layer to editing
mode (see Figure 35).
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Figure 35: Toggle Editing for Shapefiles.
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2. Then click the “Add Feature” option (see Figure 36). Now you can start adding points to the map where
you want the SPHY model to create time-series output. The accuflux.map can help you determining
if you are adding a point to the river network. Add as many as points as you like. For each point you
need to provide an ID number. Start with ID 1, then ID 2, etc. In the example of Figure 37 we added 3
points to the “locations” layer.

{7 QGIS 281 Wien - test R T

Project Edit View Layer Settings Plugins Vector
=] B 5 [ & iy @
0 DR 4
A= o ==
P/ 8|8 /& T >
F 4 & Add Feature

Layers
Vel o s v@m@n

L
®

=l s 5 arcafles

Figure 36: Add Feature for Shapefiles.

Figure 37: Adding points to the locations Shapefile layer using the accuflux.map.

3. [Ifyou are finished with adding the points, then you again can click the “Toggle Editing” button and Save
your edits.
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The next step involves converting the “locations” Shapefile layer to a raster layer. This can be done
using the “v.to.rast.attribute” tool in QGIS under Processing Toolbox (see Figure 38).

Within this toolbox (Figure 39) set the “locations” layer as “Input vector layer’, make sure that the “id”
column is selected, set the “GRASS region extent” by specifying the clone.map layer, and set the
“GRASS region cellsize” as determined before. Finally, choose a “Rasterized” layer name (e.g.
“locations.tif”) and click Run.

The final step again involves converting the resulting GeoTiff raster from step 5) to a PCRaster *.map
format. This can be done using the Raster > Conversion - Translate tool (see Figure 30 and Figure
31). The only additional step required here is to click the “Edit” button (see Figure 40) and add the
following syntax: -ot Float32 (see Figure 41).

Finally click OK, and again OK, and again OK, and Close to finish the conversion.

Processing Toolbox @

raster

r.profile - Qutputs the raster layer values lying on user-defined line(s).
r.random - Creates a raster layer and vector point map containing randomly located points.
r.random.raster - Create random raster
r.redass - Creates a new map layer whose category values are based upon a redassification o...
r.reclass.area.greater - Redassifies a raster layer, selecting areas larger than a user specified ...
rredass.area.lesser - Redassifies a raster layer, selecting areas lower than a user specified size
r.recode - Recodes categorical raster maps.
r.regression.line - Calculates linear regression from two raster layers : y =a +b™x.
r.report - Reports statistics for raster layers.
r.resamp.interp - Resamples a raster map layer to a finer grid using interpolation.
r.resamp.stats - Resamples raster layers to a coarser grid using aggregation.
r.resample - GRASS raster map layer data resampling capability using nearest neighbors,
rrescale - Rescales the range of category values in a raster layer.
r.rescale.eq - Rescales histogram equalized the range of category values in a raster layer.
r.ros - Generates three, or four raster map layers showing 1) the base (perpendicular) rate of ...
r.series - Makes each output cell value a function of the values assigned to the corresponding ...
r.slope - Generates raster maps of slope from a elevation raster map.
r.slope.aspect - Generates raster layers of slope, aspect, curvatures and partial derivatives fr...
r.spread - Simulates elliptically anisotropic spread on a graphics window and generates a raster...
r.stats - Generates area statistics for raster layers.
r.sum - Sums up the raster cell values.
r.sunmask - Calculates cast shadow areas from sun position and elevation raster map.
r.surf.area - Surface area estimation for rasters,
r.surf.contour - Surface generation program from rasterized contours.
r.surf.gauss - Creates a raster layer of Gaussian deviates.
r.surf.idw - Surface interpolation utility for raster layers.
r.surf.random - Produces a raster layer of uniform random deviates whose range can be expre...
r.thin - Thins non-zero cells that denote linear features in a raster layer.
r.to.vect - Converts a raster into a vector layer.
r.topidx - Creates topographic index layer from elevation raster layer
r.univar - Calculates univariate statistics from the non-null cells of a raster map.
' rwalk - Outputs a raster layer showing the anisotropic cumulative cost of moving based on fric...
= Vector (v.*)
' wdrape - Converts vector map to 3D by sampling of elevation raster map.
&' wkernel - Generates a raster density map from vector peint data using a moving kernel or opti...
¢ w.neighbors - Makes each cell value a function of attribute values and stores in an output rast...
w.sample - Samples a raster layer at vector point locations,

M A A A A A A A A A A A A A A A A AN AN

@ y.to.rast.attribute - Converts (rasterize) a vector layer into a raster layer.
& wto.rast.value - Converts (rasterize) a vector layer into a raster layer.

Figure 38: Selecting the v.to.rast.attribute tool from the Processing Toolbox.
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Figure 39: Setting the options in the v.to.rast.attribute tool.
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./ Translate (Convert format)

.

Batch mode (for processing whole directory)
Input Layer Rasterized -

Cutput file E: fActive NUFFIC_Mozambique TEST/SPHY finput/locations.map

Select...

Select...

TargetSRS  |EPsGi32737

] Select...

Outsize [25% =
Nodatz [0 =
Expand [ Gray i = ]
Srowin [ |
Priwin [ J 1
Sds

w || Creation Options

Profile l Default

| MName | Value |

R Load into canvas when finished

i| |gdal_translate -of PCRaster E: fActive/MUFFIC_Mozambique TEST/SPHY finputjlocations. tif
E:fActive/MNUFFIC_Mozambique,/TEST/SPHY finput/locations.map

Help

Figure 40: Editing the command for Translation.
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5.6

® Load into canvas when finished

gdal_translate -of PCRaster
E:fActiveMUFFIC_Mozambigue/TEST /SPHY finputflocations. tif
E: fActive/MUFFIC_Mozambigue/TEST /SPHY finput/locations. map

k — —

Figure 41: Adding the “-ot Float32” syntax to the command for Translation.

The resulting “locations.map” is of the Float32 data format (scalar). As can be seen Table 12 from it is
required to have a nominal format for station files. This can be achieved by typing the following command
in the Windows Command line:

pcrcalc locs.map = nominal(locations.map)

You can use locs.map and ldd.map to delineate the catchments of the points in locs.map. Use the
subcatchment command for that:

pcrcalc catchment.map = subcatchment(ldd.map, locs.map)

Glacier table

The glacier table allows for a sub-grid representation of the glacier processes, by creating a grid at a
finer resolution than the model grid. The glacier table is only required for the SPHY version higher 3.0
and higher. The glacier table contains eight elements (Table 10, Table 11).

Table 10: Elements of the glacier table

Name Description
u_ID Unique ID that is set at smaller spatial scale to account for sub grid heterogeneity in

the glacier cover
MOD_ID Individual ID of each cell of the SPHY model
GLAC_ID ID of the individual glaciers in the model area, from the RGI inventory, from glacier
ID 1 to X (with X being the maximum number of glacier)
MOD_H Elevation of model ID cell
MOD _GLAC Elevation of subgrid cell
DEBRIS A flag (0 or 1) to identify if the cell is debris-covered
FRAC_GLAC The fraction of the cell that is covered by glacier
ICE_DEPTH Ice thickness of the cell

Table 11: Example of Glacier table
UuID MOD_ID GLAC ID MOD_H GLAC_H DEBRIS FRAC_GLAC ICE_DEPTH

1 61122 89 3946 3946 1 0.002 0
2 61123 89 3928 3928 1 0.368 5.28
3 61124 89 3897 3897 1 0.189 7.04
4 61937 89 3950 3950 1 0.446 17.31
The suggested method to process these inputs can be summarized in 4 steps:
1- Create model vector grid (fishnet) (MOD_ID)
2- Intersect with the glacier outlines (GLAC_ID)
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3- Create subgrid variability grid (U_ID)
4- Calculate elevation, glacier thickness, debris cover and glacier fraction (MOD_H, GLAC_H,
DEBRIS, FRAC_GLAC, ICE_DEPTH)

Step 1: Create model vector grid (MOD_ID)

Open a model input raster file with the spatial extent and grid size in QGIS. This could be the
clone.map, dem.map, latitude.map, or any raster model grid input. In the Vector Creation toolbox,
select the “Create grid” tool. For the “Grid extent”, select the option “Calculate from layer”, and select
the model raster. For “Horizontal spacing” and “Vertical spacing”, set the grid size of your model. Set
name to “MOD_ID".

Parameters | Log
Grid type

Rectangle (Polygon)

Grid extent
369310.5700,384110.5700,3113510.7315,3123530.7315 [EPSG:32645]

Horizontal spacing

200.000000 meters

Vertical spacing

200.000000 & meters

Horizontal overlay

0.000000 meters

Vertical overlay

0.000000 meters

Grid CRS

EPSG:32645 - WGS 84 [ UTM zone 45N - ||

Grid
C:/SPHY3/input/test/test. MOD_ID.shp

v Open output file after running algorithm

0% Cancel

Run as Batch Process... Run Close Help

Figure 42: Creating Model_ID grid. Set the Horizontal and Vertical spacing to the model grid resolution.

This new vector layer contains polygons for each grid of your model domain, with value starting at 1 in
the upper left corner. In the attribute table of your “MOD_ID” layer (right click on layer, select “Open
attribute table” and deleted the attributes “left”, “top”, “’right”, “bottom” to keep only the column “id”
using the “Delete field” in the attribute table. Rename this attribute to “MOD_ID” using the tool
“Rename field” in the Vector table toolbox. This is now your MOD_ID vector layer.

Step 2: Create GLAC_ID, MOD_H and glac_id.map,

Import the vector layer of glacier outline in the model area. This could come from manually digitized
glacier areas or from an inventory like RGI7 (RGI 7.0 Consortium, 2023). Clip the glacier outline vector
to the model area using the Vector Overlay toolbox “Clip” tool and reproject to the desired projection to
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match your model projection (toolbox Vector general, “reproject layer” tool). Open the attribute table of
the glacier outline layer and create a new attribute using the field calculator (Figure 43).

Using the GDAL toolbox, use the “Rasterize (vector to raster) to transform the GLAC_ID vector layer to
a raster layer GLAC_ID” (Figure 44), followed by transforming to a .map file by using the PCRaster
toolbox with ther tool “Convert to PCRaster format”, with format " NOMINAL” and named glac_id.map.
This is an input for the glacier module in SPHY.

@ Glacier Outline — Field Calculate
Only update 0 selected features
v/ Create a new field Update existing field

Create virtual field
Output field name |GLAC_ID
Output field type | Whole number (integer) v

Output field length |10 : Precision 3

Expression | Function Editor

J Q Sear... | |Show Help| |variable row_num

=1 Stores the number of the

@row number row_number
current row,

Aggregates
Arrays Currel
Color 1
Conditionals

Conversions

Date and Time

Fields and Values

Files and Paths

Fuzzy Matching

r v v v T o or YT T oYY v v

=[] - 170020l ol (G3enera|
eometry
. Map Layers
Feature |11 5 Maps
Preview: 1 E‘ath : -
oK Cancel Help
Figure 43: Create GLAC_ID attribute
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QQ Rasterize [Vector to Raster) X

Parameters | Log

Input layer

X, -

‘ (9 Glacier Outline [EPSG:32645] -

Selected features only

| Field to use for a burn-in value [optional]

‘ 123GLAC ID -

0.000000 <

‘ A fixed value to burn [optional]

Burn value extracted from the "Z" values of the feature [optional]

Qutput raster size units

Pixels =

Width/Horizontal resolution

200.000000 a ]

Height/Vertical resolution

200.000000 <

Output extent [optional]

}310.5700,384110.5700,3113510.7315,3123530.7315 [EPSG:32645] €4 | \ \

Assign a specified nodata value to output bands [optional]

0.000000 a L
‘ 0% | | cancel
‘i{un as Batch Process...| | Run || Close | Help |

Figure 44: Rasterize glacier outline to obtain GLAC_ID map layer

You now need to intersect the MOD_ID grid with the glacier outline to obtain a grid that covers only the
glacier area. To do so, intersect the glacier outline vector layer with the MODEL_ID grid (Vector overlay
toolbox, “intersection” tool) with input layer “MOD_ID” and overlay layer “Glacier Outline”. The resulting
layer (GLAC_ID) has two attributes: MOD_ID, from the original grid of the model domain, and
“GLAC_ID”, the value of the individual glaciers (Figure 45).

Layers C§)

vB®TEER-

7] lacier Outline

v [ GLAC 1D ]

+ [} MoD_ID (=}
v }' clone

table for a cell on the glacier toe highlighted in yellow, with MOD ID 839 and GLAC_ID 1. The orange grid in
the background correspond to the model ID grid. At this stage, the cell size of the GLAC_ID and MOD_ID are
the same size.
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The elevation of the MOD_ID cells over the glacier area, which corresponds to the column “MOD_H”" in
the glacier table, can now be calculated. Import the DEM for your model area. Then, open the tool “Zonal
Statistics” in the toolbox Raster analysis (Figure 46). For “Statistics to calculate”, select “mean”. Using
the tool “rename field”, rename the resulting field to “MOD_H”. The resulting raster has three attributes:
MOD_ID, GLAC_ID, MOD_H.

Q Zo

Parameters | Log
Input layer

() GLAC_ID [EPSG:32645] . @&3 %
Selected features only

Raster layer

o demfilled [EPSG:32645] -
Raster band

Band 1 -
Output column prefix

_mean

Statistics to calculate

1 options selected
Zonal Statistics

C:/SPHY3/input/test/MOD_H.shp

v/ Open output file after running algorithm

0% Cancel

Run as Batch Process... Run Close Help

Figure 46: Using the "Zonal statistics"” tool to calculate the elevation of the glacier grid

STEP 3: Create sub-grid variability (U_ID)

In this step, the smaller grid to account to calculate glacier processes at a higher resolution is created.
Also, in some cases, some grid cells have 2 different glaciers within them, so we have to create a smaller
gid system to account for this sub-grid variability (Figure 47). To create the U_ID (the smaller scale grid),
follow the same steps as to create the MOD_ID (step 1), but select a smaller spatial resolution as needed.
Create a new attribute, named U_ID, to start the values at 1 (same as Figure 43 to obtain GLAC_ID,
using the rows as index). Keep only the attribute U_ID in the vector layer. Intersect the U_ID with the
MOD_ID vector layer to keep only the smaller grid in the glacier area (using the “Intersect” tool). The
resulting vector layer U_ID has four attributes: MOD_ID, GLAC_ID, MOD_H, and U_ID (Figure 48).
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ID_GLAC1

ID_MOD1,
GLAC_ID1 | g
ID_MOD2
ID_GLAC1 and 2
ID_MOD3,
ID_GLAC1 and 2

In purple is the background model
ID grid, and in orange is the grid
clipped to the glacier area.

For some cell, thereis only 1
glacier ID per mod_ID cell, which
works well (ex, ID_MOD1). In other
cells, like ID_MOD2 and ID_MOD3,
there are 2 different glacier per cell
(ID_GLAC1 and ID_GLAC2).

To address this, we create a
smaller grid cell to account for
sub-grid glacier heterogeneity—
shown in pink.

ID_MOD1,

GLAC_ID1, U_ID 1 Il 3

ID_MOD2 a2
ID_GLACL, U_ID 45 e

ID_MOD3, T
ID_GLAC2, U_ID 75 prNimlet !

ID_GLAC2

This small grid is then clipped to
the glacier outline (shown in
yellow) and each small grid
becomes a U_ID grid. Each cell of
the smaller scale U_ID grid has a
unique ID as well as the GLAC_ID
and the MOD_ID.

Figure 47: The need for a smaller grid to account for the multiple glacier in one cell model cell
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[ Show All Features

Figure 48: The U_ID layer showing the smaller scale grid cell, with the four attributes (MOD_ID, GLAC_ID,
MOD_H, and U_ID). The orange background correspond to the larger MOD_ID grid.

Step 4: Calculate the elevation (U_MOD), glacier thickness (ICE_DEPTH), debris cover (DEBRIS)

and glacier fraction (GLAC_FRAC):

In this step, we use the finer grid U_ID to calculate the values for each grid cell for the various dataset:
elevation, the presence of debris, the ice thickness and the fraction glacier cover.

For the H_GLAC (elevation of the glacier), follow the same step as for the MOD_H calculation with the
Zonal Statistics tool (Figure 46) using the original DEM, or an updated, finer resolution DEM is needed.
Once again, you can rename the field to ICE_DEPTH and remove any attribute that are superfluous.

For glacier thickness (ICE_DEPTH), first load your ice thickness data into QGIS, then use the Zonal
Statistic tool. If the ice thickness dataset is not continuous, or comes with multiple files, first merge into
a single raster using toolbox SAGA Next Gen (needs to be downloaded as a plugin) raster tools with
tool Mosaicking. Set “Overlapping areas” to “maximum”, and create a text file list with all the files to be
used in the mosaic. Then using the “Zonal Statistics” tools to calculate the ice thickness for each U_ID

FutureWater
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cell. Once again, you can rename the field to ICE_DEPTH and remove any attribute that are
superfluous.

Some ice thickness might show as zero due to some misalignment of the product of a missing glacier
in the ice thickness database. For these cases, you can set a fixed value as the glacier thickness. To
do so, in the attribute table, open the field calculator, and for the ICE_DEPTH field, set the expression:
if("ICE_DEPTH" is NULL, 25, " ICE_DEPTH") (Figure 49). Repeat the procedure for ice_depth values
that are 0.

Only update 0 selected features

v Create a new field Update existing field

Create virtual field
Output field name ICE DEPTH
Output field type | Whole number (integer) v

Outpuit field length | 10 . Precision 3

Expression | Function Editor

k_ i = Q sear... | |Show Help

1f(" T -

an" is NULL, 25, row_number

" _mean") Aggregates
Arrays

Color
Conditionals
Conversions
Date and Time
Fields and Values
Files and Paths
Fuzzy Matching

= 4= LA HLCD ]

Feature 282 i %

General
Geomet
Preview: 0 Man | mll-.- >
\i,) You are editing information on this layer but the layer is currently not in edit mode. If

you click OK, edit mode will automatically be turned on.

0K Cancel Help

Figure 49: Replacing "NULL" values with ice thickness of 25 m, using the layer “ MEAN”, THE OUTPUT OF
THE Zonal Statistics tool.

For the debris-cover, import the debris-cover file, and if in vector format, rasterized using the GDAL
toolbox, with tool “Rasterize (vector to raster), with the same resolution as the U_ID. Set the burn in value
to 1. Using the “Zonal statistics” tool, calculate the presence of debris for each pixel of the U_ID vector.
Using the field calculator, change the “NULL” values to “0” (if("_mean" is NULL, 0, "_mean"), as in Figure
49 DEBRIS should be either 0 or 1.

For the fraction of glacier cover in a given cell (GLAC_FRAC), first calculate the area of each polygon
with the Vector Geometry toolbox, with tool “add geometry attribute”. This adds area and perimeter to
the attribute table. Based on the cell size, you can now calculate the ratio of the cell covered by the
glacier. For example, in this case, if the cell is 25 x 25m, the maximum area is 625. Using the field
calculator, you can divide the “area” attribute by the maximum area of each cell, giving you the glacier
fraction. GLAC_FRAC should be higher than 0 and maximum of 1.
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5.7

5.8

You should now have a vector layer with eight attributes corresponding to the the 8 columns needed in
the glacier table, with the spatial resolution of the smaller grid capturing the glacier processes at higher
resolution. Once all the calculation are done and checked, export file as .csv, organize column titles and
order, and this gives you the glacier table needed as a SPHY input (Figure 50).

Q save

Format Comma Separated Value [CSV]

File name  C:\SPHY3\input\test\glac_table.csv

Layer name
CRS EPSG:32645 - WGS 84 / UTM zone 45N ¥ J:E“"
Encoding UTF-8

Save only selected features

v Select fields to export and their export options

Name Type

v/MOD_ID  Real
v GLAC_ID  Integert4

¥ MOD H Real

Select All Deselect All

V| Persist layer metadata

v Geometry

Canmantm: hma A tkmrmmabis -

v/ Add saved file to map OK Cancel Help

Figure 50: Exporting the vector layer as glac_table.csv.

Soil hydraulic properties

All processes related to the soil, such as infiltration, percolation, and capillary rise, are determined based
on soil hydraulic properties. These include field capacity, saturated water content, wilting point,
permanent wilting point and saturated hydraulic conductivity. These soil properties need to be provided
for the root zone and the subzone. PCRaster maps can be provided for each of these properties, which
can be obtained from field measurements or through the application of pedotransfer functions. The output
from pedotransfer functions is also available at global scale, for instance from the Harmonized World
Soil Database. The user may also provide soil texture (sand and clay fractions), organic matter and bulk
density maps. Then, the soil hydraulic properties are determined through the application of pedotransfer
functions (Saxton and Rawls, 2006). FutureWater developed a global map of soil hydraulic properties
(HiHydroSoil, Simons et al., 2020)

Other static input maps

Similar as the DEM, you can reproject and resample other static model input data and convert them to
PCRaster format maps using the reprojection and resampling functions in QGIS (step 1-9 from Section
5.3). Note that different data types are used for PCRaster maps. You can convert maps from one data
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1)

type to another using the command line functions boolean(), nominal(), ordinal(), scalar(), directional()
or Idd(). For example to convert the scalar type landuse.map to a nominal landuse.map, type:

pcrcalc landuse_nominal.map = nominal(landuse.map)
For details regarding the input readers are referred to Appendix 2: Input and Output description.

Table 12: Data types used in SPHY.

data type  description domain Example
attributes

boolean boolean 0 (false), 1 (true) suitable/unsuitable,  visible/non
visible
nominal classified, no order -23'" ... 23! whole values soil classes, land use classes,
discharge stations, administrative
regions
Ordinal classified, order -231 .. 231 whole values succession  stages, income
groups
Scalar continuous, lineair  -10%7...10%, real values elevation, temperature
directional continuous, 0 to 2 pi (radians), or to 360 aspect
directional (degrees), and -1 (no
direction), real values
Ldd local drain 1..9 (codes of drain drainage networks, wind
direction to directions) directions
neighbour cell

Meteorological forcing map series

Meteorological forcing map-series are series of input maps with the time step indicated in each filename.
The filenames have a strict format with 8 characters before a dot (.), and three characters behind the
dot. For example the average temperature maps can have the format tavg0000.001, tavg0000.002, etc.
To generate forcing data you have two options:

interpolate point station data to grids at the model extent and resolution, and convert to PCRaster
grid format.

resample existing gridded meteorological data products to model extent and resolution and convert
to PCRaster grid format.

Depending on the number of time steps in your model you will probably need to write a script to
batch this process and repeat it automatically for multiple time steps. A script like this can be created
in any scripting language like for example Python or R. This procedure is automated in the SPHY
preprocessor plugin but it only works with old version of QGIS (Terink et al., 2015b).

5.10 Open water evaporation

Open water evaporation is determined in reservoirs and lakes, only when the reservoir and/or lake
module is used. To use the open water evaporation algorithm, the ETOpenWaterFLAG should be set to
1. Then the ke-value of open water evaporation should be provided, for which a value of 1.2 is commonly
used. Finally, a map should be provided with the fraction per cell occupied by open water, in which each
water body covers at least the lake or reservoir ID map. The latter is important for the calculation of the
changes in lake and reservoir volume based on the open water evaporation estimates. The map is also
used to partly switch-off the soil-water processes in the corresponding cells, depending on the fraction
of the cell occupied by open water.
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Dynamic vegetation module

Usage of the dynamic vegetation module in SPHY requires the availability of a time series of NDVI maps
of the study area. These are prepared in the same format and naming conventions as the meteorological
forcing map series (ndvi0000.001, etc.). NDVI maps for SPHY applications are typically derived from
satellite-based sensors such as Sentinel-2, Landsat 8, or MODIS. As these satellites do not have daily
overpass frequencies and clouds sometimes hinder the acquisition of high-quality images, daily NDVI
maps are unlikely to be available. When SPHY is run with daily time steps, the model takes the most
recent NDVI image until a new one is available from the forcing map series.

The NDVI is used within SPHY as an important indicator of vegetation vigor and amount of vegetation.
It allows for dynamic simulation of processes such as evapotranspiration, interception and canopy
storage. To couple NDVI with Kc (see Eq. 3), it is required to set maximum and minimum NDVI values
that are linked to max and min Kc. Although these can be introduced as constant values, when modeling
heterogeneous areas, it is recommended to provide the model with spatial maps of these constants
varied by land use/land cover class. Similarly, LAl., (see Eq. 6) typically depends on vegetation type
and should be listed in a lookup table. Table 14 shows the LAl ., values for a certain number of
vegetation types.

Table 13: Overview of mandatory inputs to the SPHY dynamic vegetation module
Parameter Spatial For maps: Boolean [BO], Unit Parameter
map Nominal [NO], Scalar determination
[SM], [SC], Directional [DI].

single For single value: Integer
value [IN] or Float [FL]
[SV]

Kcmax SM, SV [ Free kcmax_utm.map
KcCmin SM. SV SC [ Free kcmin_utm.map
NDVimax SM, SV SC [ Observable ndvimax.map
NDVimin SM, SV SC [ Observable ndvimin.map
NDVI SM FL [ Observable forcing
mapseries
(ndvi0000.*)

Table 14: LAlmax values for different vegetation types (Sellers et al., 1996).
Vegetationtype ~ LAlmax[] |
Broadleaf evergreen trees
Broadleaf deciduous trees
Mixed trees
Needleleaf evergreen trees
High latitude deciduous trees
Grass with 10 - 40% woody cover
Grass with <10% woody cover
Shrubs and bare soil
Moss and lichens
Bare
Cultivated

)]

5.12 Soil erosion model input

The soil erosion model input can be found in the SEDIMENT module part of the config file and the
subsequent 6 modules related to the different soil erosion models included in SPHY. The first step is to
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select a soil erosion model, which include: MUSLE (1), MMF (2), INCA (3), SHETRAN (4), DHSVM (5)
and HSPF (6).

The rock fraction map is used by MUSLE, MMF and SHETRAN, and can be ignored for the other 3 soil
erosion models. The rock fraction map should be provided in the range between 0-1. Rock fraction values
can be obtained by the empirical formulations by (Poesen et al., 1998), which determine rock fraction
based on slope gradient.

The soil erosion models use the accumulated runoff to determine the detachment by runoff. This can
lead to unrealistic soil erosion estimates in large study areas (>10 km?2), where water accumulates into
channels and rivers. To prevent this from happening, the model can ignore the detachment by runoff in
the channels and rivers with a predefined upstream area (km?). To use this feature, the
exclChannelsFLAG should be setto 1.

For all soil erosion models, the user needs to provide a table with land use specific model parameters,
such as ground cover and plant height. These tables are linked with the land use map provided under
LANDUSE.

In the following subsections the model specific parameters for the MMF soil erosion model are discussed.
In the following subsections the model specific parameters are discussed.

MMF

The MMF soil erosion model requires the following land use specific model parameters (Table 15):

Table 15: MMF _table
Land Plant Stem Stem Canopy Ground No Tillage No
use height density diameter cover cover erosi i vege-

class (PH) (NV) (D) (CC) (GC) tation

1 10 0.5 0.4 0.8 0.65
2 0.5 4 0.2 0.5 0.5
3 0.2 20 0.15 0.3 0.35

alolol N
o
o

Values for the plant height, stem density, stem diameter, canopy cover and ground cover can be found
in Table 3 of (Morgan and Duzant, 2008) however, this table is mostly focused on British crop types
and natural vegetation. Still, this table gives some suggestions for different vegetation types, which
may help to define the model parameters for other geographical regions. The “no erosion” column is
used to indicate with 0 (erosion) or 1 (no erosion) which land use types do not experience erosion,
such as water and pavement. In case of no erosion, the sediment taken into transport will be set to 0.
The “tillage” column indicates which land use classes apply tillage, i.e. 0 for no tillage and 1 for tillage.
In case of tillage, the Manning’s roughness coefficient for soil will be obtained with the surface
roughness parameter RFR (see below). The “Manning” column can be used to provide a Manning’s
coefficient for irregular-spaced vegetation, commonly used for natural cover types (e.g. forest and
shrubland). This column will be ignored in case it is set to 0, then the Manning’s roughness coefficient
for vegetation will be determined with the stem density and stem diameter. When another value is
provided, then the stem density and stem diameter will be ignored, and the provided Manning’s
coefficient will be considered. Manning’s coefficient values for different vegetation conditions can be
obtained from (Chow, 1959). The “no vegetation” column is used to ignore the Manning’s roughness
coefficient for vegetation. This can be useful in the case of orchards, where the stem density is very
low, which may result in unrealistic Manning’s roughness values.
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Stem density, stem diameter and ground cover are commonly used for model calibration. Although
literature values are available, these values are difficult to obtain for large study areas and may differ
from agricultural field to agricultural field or from forest to forest.

The MMF soil erosion model may consider the changes of vegetation conditions in case of a sow-
harvest cycle. In that case, the harvestFLAG should be set to 1. Another land use specific table (Table
16) should be provided, which gives the values for the period between harvest and sowing (commonly
a fallow period):

Table 16: MMF_harvest

Land Sowing Harvest Plant Stem Stem Canopy Ground Tillage
use height density diameter cover cover

class (PH) (NV) ((»)] (CC) (GC)

-99 1 2 3 4 5 6 7 8

1 102 241 0.05 500 0.01 0.3 0.35 1

2 278 51 0 0 0 0 0 0

3 0 0 0 0 0 0 0 0

In the “sowing” and “harvest” column the days of the year (julian dates) should be provided of sowing
and harvest, respectively. The other columns are similar to the MMF_table, with the difference that the
values provided here (MMF_harvest) will be considered in the period between harvest and sowing and
the MMF_table between sowing and harvest. When a land use class does not consider the sowing-
harvest cycle (e.g. natural vegetation or orchards/vineyards), the dates should be set to 0.

Intensity of the erosive rain can be provided with the PrecInt model parameter Morgan and Duzant
(2008) propose 10 mm h' for temperate climates, 25 mm h' for tropical climates and 30 mm h' for
strongly seasonal climates (e.g. Mediterranean, tropical monsoon). The intensity of the erosive
precipitation will be based on the rainfall intensity obtained from the rainfall input when the infiltration
excess surface runoff is used (i.e. Infil_excess = 1 in the INFILTRATION section of the config file).

The canopy cover values provided in the two tables, i.e. MMF_table and MMF_harvest, will be ignored
when CanopyCoverLAlFlag is set to 1. In that case, the canopy cover will be obtained from the LAl
determined by the vegetation module

The detachability of the soil by raindrop impact should be provided for each texture class. Based on
laboratory experiments, (Quansah, 1982) proposed K, = 0.1, K, = 0.5 and K, = 0.3 g J-'. Similarly,
the detachability of the soil by runoff should be provided for each texture class, for which (Quansah,
1982) proposed DR, = 1.0, DR, = 1.6 and DRg = 1.5 g mm™".

The particle diameter of the three textural classes should be provided, for which Morgan and Duzant
(2008) proposes 2-106 m for clay, 60-10¢ m for silt and 20010 m for sand.

The Manning’s roughness coefficient for bare soil should be provided, for which a default value of 0.015
s m"3 should be a reasonable first estimate.

The flow depth of bare soil, in-field flow depth and flow depth for transport capacity are used in the

immediate deposition calculation. Values of, respectively, 0.005, 0.1 and 0.25 m are taken as default
values.
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The surface roughness parameter RFR is used for land use classes that apply tillage (see MMF_table
and MMF_harvest). Morgan and Duzant (2008) provide a table (Table 1V) with common values for RFR
for different ploughing equipment.

The sediment and flow density are commonly set to 2650 and 1000 kg m3, where the flow density may
be slightly higher (e.g. 1100 kg m?) for runoff on hillslopes (Abrahams et al., 2001).

The fluid viscosity is nominally set to 0.001 kg m™" s, but often taken as 0.0015 to allow for the effects
of the sediment in the flow (Morgan and Duzant, 2008).

Table 17: Model parameters

Model parameter Model variable Unit Range/default

Plant height PH m 0-50

Stem density NV stems m? 0-10,000

Stem diameter D m 0-5

Canopy cover CC - 0-1

Ground cover GC - 0-1

No erosion - Oori

Tillage - Oori

Manning n sm'3 0.01-0.5

No vegetation - Oori

Sowing day of the year 1-365

Harvest day of the year 1-365

Intensity of the I mm h! 10-50

erosive rain

Detachability of the Ke, Kz, Ks g J 0.1,0.5,0.3

soil by raindrop

impact

Detachability of the DRc, DRz, DR¢ g mm- 1.0,1.6,1.5

soil by runoff

Particle diameter OS¢, Oz, Os, m 2-10%, 60 107,
200 - 10

Bare soil Manning’s Nsoi sm'3 0.015

roughness coefficient

Flow depth bare soil dbare m 0.005

Flow depth in field dield m 0.1

Flow depth transport drc m 0.25

capacity

Surface roughness RFR cm m-! 6-48

parameter for tillage

Sediment density Ps kg m?3 2650

Flow density p kg m3 1100

Fluid viscosity n kgm' s’ 0.0015

5.12.2 Soil erosion model calibration

Each soil erosion model can be calibrated in more or less the same way, except for the MUSLE model,
which is typically applied without model calibration. All other models include several parameters that
can be used for model calibration. Soil erodibility is often used for calibration, to adjust the soil erosion
values for land use classes that do not have ground cover, such as frequently ploughed orchards.
Model parameters related to ground cover and more specific vegetation characteristics (e.g. stem
density, stem diameter and root cohesion) are subsequently used to calibrate the soil erosion for
specific land use types. We refer to Eekhout and De Vente (2020) and Eekhout et al. (2021), in which
all 6 soil erosion models were applied and give some specific recommendations for model calibration.
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5.12.3 Soil erosion model output

The soil erosion models generate the sediment taken into transport as output, which is given in tons
per cell. Soil erosion is frequently reported in ton ha' yr' or kg km2 yr', hence, post-processing of the
output data is needed to determine the more commonly used soil erosion output formats.

The process-based soil erosion models (i.e. MMF, INCA, SHETRAN, DHSVM and HSPF) also allow
to give the detachment by raindrop impact and detachment by runoff as output. Similar to the sediment
taken into transport output, the detachment by raindrop impact and runoff are given in ton per cell. The
MMF model also generates the immediate deposition as model output in ton per cell.

5.13 Sediment transport

The current sediment transport module only works with the MMF soil erosion model. The sediment
transport module incorporates a transport capacity equation, which is forced by two model parameters,
i.e. TCg and TC,.(Prosser and Rustomji, 2000b) suggest adopting a value of 1.4 for both model
parameters. However, these two parameters are frequently used for model calibration, for instance, when
measured sediment concentration or reservoir sediment yield data are available.

The sediment transport equation includes a roughness factor, that accounts for the effect of vegetation
on sediment transport. The roughness factor is based on the vegetation characteristics, as provided in
the land use specific mmf_table. This approach works well for headwater areas, where overland flow
can be assumed on the hillslopes. However, for larger study areas, where the water accumulates into
river channels, the roughness factor has an important influence on how much sediment is transported
downstream. When a river flows through a densely vegetated land use class (e.g. a forest), much of the
sediment will be deposited. This might be unrealistic, because the sediment transport will be unaffected
by the forest. Instead, the flow is mostly affected by the composition of the riverbed, which mostly consists
of sand and/or gravel, with a lower Manning’s roughness coefficient than the surrounding land use. To
overcome this, the model may account for a much channel bed specific Manning’s roughness value. To
use this feature, the user needs to set manningChannelFLAG to 1. Next, the upstream area needs to be
provided (upstream_kmz2), from which river channels are assumed. And finally, the channel Manning'’s
roughness coefficient should be provided, which will override the Manning’s values determined by the
vegetation characteristics. Typical channel Manning’s value can be obtained from (Chow, 1959).

When the reservoir module is used, the sediment transport module accounts for the trapping efficiency
of the reservoirs. The trapping efficiency should be provided by the user in the TrapEffTab look-up table:

Table 18: TrapEffTab
Reservoir ID Trapping

efficiency (TE)
-99 1
1 0.95
2 0.89
3 0.64

In this table, the reservoir IDs should correspond to the ones used in the reservoir module. The trapping
efficiency can be based on the equation by Brown (1943), which uses the reservoir capacity and drainage
basin as input. This advanced sediment transport algorithm uses a 2-phase approach. In the first phase
the transport capacity is applied to the sediment taken into transport, as determined by the soil erosion
model. In the second phase the trapping efficiency determines the fraction of the sediment that is trapped
by the reservoir and the fraction that is routed in downstream direction of the reservoir. When several
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reservoirs are located in the same river (i.e. in sequence), this 2-phase approach is repeated as many
times as reservoirs are present in the same river. The user needs to provide a table that indicates the
order of the reservoirs, starting with the most upstream located reservoir (with a value of 0) down to the
downstream located reservoirs. Figure 51 shows an example of the Segura River catchment, where the
most upstream located reservoirs all have an order of 1 (but get a value of 0 | the ResOrder table). The
order increases in downstream direction, where the last reservoir (which is actually the catchment outlet),
has the highest order of 6 (5 in the ResOrder table).

Table 19: ResOrder
Reservoir Trapping

ID efficiency (TE)
1 0
2 0
3 0
4 1
5 1
6 2

subcatchment
order

D oA WN -

Figure 51: Example of the subcatchment order in the sediment transport routine.

The sediment transport model generates several model output variables. This includes sediment
deposition (SedDep), which shows where and how much sediment is deposited in the study area, this
output variable is usually stored as a yearly map. The sediment flux (SedFlux) shows how much sediment
is transported through each grid cell. The sediment flux can be stored as a yearly map or can be obtained
as a time series at the station cells. The latter can be used for model calibration when time series of
sediment concentrations are available. In that case, the sediment transport should be divided by the
discharge to get sediment concentration. When the reservoir module is used, the model can obtain
sediment yield data at each of the reservoirs using the SedYld variable. Depending on the application, a
time series or map output can be used.

Table 20: Model parameters

' Model parameter Model variable Unit Range/default

Model parameter TCg (8 - 1-1.8

Model parameter TCy vy - 0.9-1.8
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Manning channel flag - Oor1
Upstream area for km? > cell area
channel Manning

Channel Manning’s n m s 0.025-0.15
roughness value

Trapping efficiency TE - 0-1

26



6 Reporting and other utilities

6.1

Reporting

SPHY includes a large number of processes from which output can be generated through maps and
timeseries. In a separate csv-file, the user can decide how map output should be generated for 50+
model variables. The csv-file has 6 columns: name, map, avg, timeseries, flename and comment. By
default the csv-file is named reporting.csv and is located in the SPHY directory. To output variables other
than the defaults, users must place the 'reporting.csv' file in the input directory, where SPHY map inputs
are located.

The first column refers to the variable name in the model, which should not be changed.
In the second column the user can decide with which frequency the map (sum) output should be
generated. This is usually used for water balance fluxes, such as precipitation, evapotranspiration and

runoff and for sediment transport output:

Table 21: Variables from which the sum should be reported

Code Meaning Number of maps generated Common application
Y Yearly sum Number years in simulation Water balance fluxes, e.g.
precipitation, evapotranspiration,
runoff
M Monthly sum Number of months in Water balance fluxes, e.g.
simulation (12 * number of precipitation, evapotranspiration,
years) runoff
D Daily output Each time step Not commonly used
MS Long-term average 12 maps Water balance fluxes, e.g.
monthly sum precipitation, evapotranspiration,
runoff

The third column is used to indicate the output variables that should be generated as an average. This
is most commonly used for water balance storage components, such as canopy, snow, rootzone and
groundwater storage, but also for plant water stress:

Table 22: Variables from which the average should be reported

Code Meaning Number of maps Common application
generated
Y Yearly average Number years in simulation ~Water balance storage

components, e.g. snow, rootzone
and groundwater storage

M Monthly average Number of months in Water balance storage
simulation (12 * number of components, e.g. snow, rootzone
years) and groundwater storage

MA Long-term monthly 12 maps Water balance storage

average components, e.g. snow, rootzone

and groundwater storage

In the second and third column more than one output frequency can be selected, separated with a “+”
symbol. For example, when the user wants to get yearly and long-term average monthly output, the
following combination should be provided: “Y+MA”.

FutureWater 97



6.2

The fourth column is used to indicate which variables should generate timeseries. In this case only one
frequency can be used, which is daily. The time series will be generated at the stations, hence, the output
file will contain 1 column with the time steps of the simulation, which is followed by one column per
station. Time series output is generally used for routed runoff and sediment flux:

Table 23: Variable from from which a time series should be reported
Code Meaning Number of time steps Common application
D Daily time series All time steps Routed runoff and sediment flux

In the fifth column the user can define the filename (prefix). The maximum number of characters used
here depends on the number of simulated time steps. The file names of map output (sum or average
maps) is constructed as follows, in case of daily (D) output: SedFIxD0.001, SedFIxD0.002,
SedFIxD0.003, etc. In this case, a prefix of 6 characters is used (i.e. SedFIx). The model will crash in
case the simulation has more than 9999 time steps. In case of more than 9999 time steps, a prefix of
maximum 5 characters should be used (e.g. SedFIx): SdFIxD10.000, SdFIxD10.001, SdFIxD10.002, etc.

The sixth column provides comments for each of the model variables, such as the full name and the unit.

In column 2-4, NONE indicates that no output will be generated. Only model output will be generated for
model variables that are considered during the simulation. So, if the reporting csv-table indicates that
sediment flux should be reported, but the sediment transport module is not used (i.e. SedTransFLAG =
0 in the config file), then no sediment flux will be generated. For further details regarding the output files
readers are referred to in Appendix 2: Input and Output description.

Table 24: Example of the reporting file

Model name Map Avg Timeseries Filename Comment

TotPrec Y NONE NONE Prec PRECIPITATION in mm

PlantStress NONE MA NONE Pws PLANT WATER STRESS
dimensionless

StorRootW  NONE Y NONE Rootw ROOTZONE STORAGE in mm

QallRAtot NONE NONE D QAII ROUTED TOTAL RUNOFF in
m3/s

Users can also add new variables to the reporting file. This can be done by adding a new line to the
reporting file with a reference to the variable name in question. Keep in mind to use a filename that has
less than 5 characters (column 5). In addition, the following code should be added to the SPHY model
code below where the variable is defined:

self.reporting.reporting(self, pcr, 'VariableNameReporting', VariableNameModel)

The VariableNameReporting should coincide with the variable name of the first column of the reporting
file. The VariableNameModel should coincide with the variable name in the model code. These two
variable names could be identical, but this is up to the user.

NetCDF

The SPHY model allows the climate forcing to be read directly from NetCDF format instead of the usual
daily pcraster map input. The model runs will slow down when using the NetCDF input, because each
time step the data need to be interpolated onto the model grid. It is advisable to use the common pcraster
map input instead of the NetCDF input in case model calibration, when many model runs are needed
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using the same climate period and extent. However, the NetCDF input can be useful for scenario model
runs, for instance in climate change impact assessments.

The NetCDF input can be used for precipitation and temperature (daily average, minimum and
maximum). Here we explain how to use the NetCDF input for precipitation. All steps are identical for
each of the three temperature inputs. To use the NetCDF input, first the precNetcdfFLAG should be set
to 1. The location of the NetCDF file should be indicated under precNetcdf, which is the file with a *.nc
extension. The input variable precNetcdflnput is used to give some specific information about how the
data are stored in the NetCDF file, each element is separated by a comma (*,”). The information can be
obtained by reading the NetCDF file in R, python or other programming or GIS software. The information
includes:

- Variable name: This is the variable name given in the NetCDF file. For precipitation this can include
precipitation, pcp, prec, etc. For temperature this can include temp, tavg, tmin, tmax, avgtemp,
mintemp, maxtemp, etc.

- X-coordinate: The x-coordinate is a variable stored in the NetCDF file. In case of a rectangular grid,
this is often indicated with an X, lon or longitude. In case of a rotated grid, this is often indicated with
rlon.

- Y-coordinate: The y-coordinate is a variable stored in the NetCDF file. In case of a rectangular grid,
this is often indicated with an Y, lat or latitude. In case of a rotated grid, this is often indicated with
rlat.

- Interpolation method: There are three interpolation methods implemented: linear, cubic or nearest
neighbor. It is suggested to use linear or nearest neighbor interpolation for precipitation input. The
cubic interpolation technique may result in negative values in case the NetCDF input includes many
0 values and occasional positive values. For temperature input, all three interpolation techniques can
be used. For more information on the difference between the three interpolation techniques see:
https://docs.scipy.org/doc/scipy/reference/generated/scipy.interpolate.griddata. html

- Multiplication factor: Often precipitation NetCDF data are stored in mm * 10 format. This to decrease
the size of the NetCDF files. In that case a multiplication factor of 0.1 is needed to let the model know
that the data first need to be multiplied by 0.1 before further processing.

- EPSG code NetCDF file: The coordinate system of the NetCDF file is most likely different than the
coordinate system of the SPHY project. The coordinate system of the NetCDF file is needed to make
the necessary transformations of the coordinates and data interpolation. The coordinate system of
the NetCDF file can be found by reading the NetCDF in R, python or any GIS program. Each
coordinate system is linked to a so-called EPSG code. For instance, the WGS84 coordinate system
has EPSG code 4326. In that case, the input will be “epsg:4326”. The code can be found in the
following website: https:/spatialreference.org/. NetCDF file often use rotated pole coordinates. In that
case the word “rotated” should be provided. To make the necessary transformations to the
coordinates, the NetCDF script will search for the grid_north_pole_latitude and
grid_north_pole_longitude variables inside the NetCDF file. Beware, the script will crash in case
these variables do not exist.

- EPSG code model domain: Similar to the EPSG code of the NetCDF file, the same needs to be
provided of the model domain. See above for information on how to find the EPSG code of the model
domain.

The NetCDF input can be for example:

precNetcdfInput = pcp,X,Y,linear,0.1,epsg:25830,epsg:25830
- Variable name: pcp

- X-coordinate: X

- Y-coordinate: Y
- Interpolation method: linear
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- Multiplication factor: 0.1
- EPSG code NetCDF file: epsg:25830
- EPSG code model domain: epsg:25830

precNetcdfinput = precipitation,rlon,rlat,linear,1,rotated,epsg:25830

- Variable name: precipitation

- X-coordinate: rlon

- Y-coordinate: rlat

- Interpolation method: linear

- Multiplication factor: 1

- EPSG code NetCDF file: rotated

- EPSG code model domain: epsg:25830
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Copyright

Redistribution and use of the SPHY model source code or its binary forms, with or without modification, are
permitted provided that the following conditions are met:

1. Redistributions of source code must retain this copyright notice, this list of conditions and the
following disclaimer.

2. Redistributions in binary form must reproduce the above copyright notice, this list of conditions and
the following disclaimer in the documentation and/or other materials provided with the distribution.

3. Any changes, modifications, improvements and/or simplifications of the source code should be sent
to FutureWater.

4. Any redistribution of source code or binary form should be reported to FutureWater.

5. Any application, publication and/or presentation of results generated by using the Software should be
reported to FutureWater.

THIS SOFTWARE IS PROVIDED BY THE COPYRIGHT HOLDERS AND CONTRIBUTORS "AS 1S"
AND ANY EXPRESS OR IMPLIED WARRANTIES, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED
WARRANTIES OF MERCHANTABILITY AND FITNESS FOR A PARTICULAR PURPOSE ARE
DISCLAIMED. IN NO EVENT SHALL THE COPYRIGHT OWNER OR CONTRIBUTORS BE LIABLE
FOR ANY DIRECT, INDIRECT, INCIDENTAL, SPECIAL, EXEMPLARY, OR CONSEQUENTIAL
DAMAGES (INCLUDING, BUT NOT LIMITED TO, PROCUREMENT OF SUBSTITUTE GOODS OR
SERVICES; LOSS OF USE, DATA, OR PROFITS; OR BUSINESS INTERRUPTION) HOWEVER
CAUSED AND ON ANY THEORY OF LIABILITY, WHETHER IN CONTRACT, STRICT LIABILITY, OR
TORT (INCLUDING NEGLIGENCE OR OTHERWISE) ARISING IN ANY WAY OUT OF THE USE OF
THIS SOFTWARE, EVEN IF ADVISED OF THE POSSIBILITY OF SUCH DAMAGE.
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Appendix 1: Input and Output

Table 25: Overview of SPHY model parameters. The last column indicates whether the parameter is
observable, or can be determined by calibration (free).

Acronym  Deseription Units Parameter determination
Ke Crop coefficient - Free
Kemax Maximum crop coefficient - Free

Kepin Minimum crop coefficient . Free
NDVIpaxy — Maximum NDVI — Observable
NDVLyi, — Minimum NDVI - Observable
FPARmax  Maximum fraction of absorbed photosynthetically active radiation — Free
FPARyj,  Mimimum fraction of absorbed photosynthetically active radiation  — Free

Terit Temperature threshold for precipitation to fall as snow il o Free

DDF¢ Degree-day factor for snow mm°C~lday~! Free

SSC Water storage capacity of snowpack mmmm~—! Free

GlacF Glacier fraction of grid cell - Observable
DDF¢1 Degree-day factor for debris-free glaciers mm°c! day_1 Free
DDFpc Degree-day factor for debris-covered glaciers mm°C~lday~! Free

Fc1 Fraction of GlacF that 1s debris free - Observable
pe Fraction of GlacF that 1s covered with debris - Observable
GlacROF  Fraction of glacier melt that becomes glacier runoff - Free

SW1 cat Saturated soil water content of first soil layer mum Observable
SW1 fc Field capacity of first soil layer mm Observable
SW1 pF3 Wilting point of first soil layer mm Observable
SWi pF42  Permanent wilting point of first soil layer mm Observable
Kt Saturated hydraulic conductivity of first soil layer mm c'lay_1 Observable
SW cat Saturated soil water content of second soil layer mm Observable
SW) g Field capacity of second soil layer mim Observable
Ksat2 Saturated hydraulic conductivity of second soil layer mmclay_1 Observable
SW3 cat Saturated soil water content of groundwater layer mm Observable
slp Slope of grid cell mm~! Observable
dgw Groundwater recharge delay time day Free

gy Baseflow recession coefficient day~! Free
BFtresh Threshold for baseflow to occur mm Free

kx Flow recession coefficient o Free

Appendix 2: Input and Output description

This appendix provides an overview of the input that is required by the SPHY model, and the output that
can be reported by the SPHY model. It should be noted that the current version of the SPHY model GUI
(version 1.0) does not support the interaction with all the input that can be specified in the SPHY model
configuration file (*.cfg). This will be implemented in future versions of the GUI. Table 26 specifies the
model input that can be specified in the current version of the SPHY model GUI. An overview of the
output that can be reported by the model is shown in Table 27.

Table 26: Overview of SPHY model input.

Map or parameter Interface tab Spatial map For maps: Boolean [BO],
[SM], single Nominal [NO], Scalar [SC],

hame

value [SV], or Directional [DI].
table [TB] For single value: Integer
[IN] or Float [FL]

Units

Clone map General settings  SM BO [-]
DEM map General settings  SM SC [MASL]
Slope map General settings  SM SC [-]
Sub-basins map General settings  SM NO [-]
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Stations map General settings SM NO [-]

Precipitation Climate SM SC [mm/d]

Avg. daily Climate SM SC [°C]

temperature

Max. daily Climate SM SC [°C]

temperature

Min. daily Climate SM SC [°C]

temperature

Latitude zones Climate SM SC [latitude]

Solar constant Climate 5{% FL [MJ/m2/mi
n|

Field capacity Soils SV SC [mm/mm]

Saturated content Soils SV SC [mm/mm]

Permanent wilting Soils SV SC [mm/mm]

point

Wilting point Soils SV SC [mm/mm]

Saturated Soils SV SC [mm/d]

hydraulic

conductivity

Rootlayer Soils SM, SV SC, IN [mm]

thickness

Sublayer Soils SM, SV SC, IN [mm]

thickness

Maximum capillary  Soils SV IN [mm]

rise

Groundwater layer  Groundwater SM, SV SC, IN [mm]

thickness

Saturated Groundwater SM, SV SC, IN [mm]

groundwater

content

Initial groundwater  Groundwater SM, SV SC, IN [mm]

storage

Baseflow Groundwater SM, SV SC, IN [mm]

threshold

deltaGw Groundwater SM, SV SC, IN [d]

alphaGw Groundwater SM, SV SC, FL [-]

Land use map Land use SM NO [-]

Crop coefficients Land use B FL [-]

lookup table

Initial glacier Glaciers SM SC [-]

fraction

Clean ice glacier Glaciers SM SC [-]

fraction

Debris covered Glaciers SM SC [-]

glacier fraction

GlacF Glaciers SM, SV SC, FL []

DDFDG Glaciers SM, SV SC, FL [mm/°C/d]

DDFG Glaciers SM, SV SC, FL [mm/°C/d]

Snowlni Snow SM, SV SC, IN [mm]

SnowWatStore Snow SM, SV SC, IN [mm]

SnowSC Snow SM, SV SC, FL [-]

DDFS Snow SM, SV SC, FL [mm/°C/d]

Terit Snow SV FL [°C]

Recession Routing SM, SV SC, FL []

coefficient

Flow direction Routing SM DI [
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Routed total runoff  Routing SM, SV SC, FL [m%s]
Routed rainfall Routing SM, SV SC, FL [m%s]
runoff
Routed baseflow Routing SM, SV SC, FL [m%s]
runoff
Routed snow Routing SM, SV SC, FL [m%s]
runoff
Routed glacier Routing SM, SV SC, FL [m%s]
runoff

Table 27: Overview of SPHY model output (Report options tab).
Output Spatial map [SM] or  Output frequency: Units Option to report sub-
variable time-series [TS] daily [D], monthly basin average flux in

[M], or annual [A] mm: yes [Y] or no [N].

Baseflow mm N
runoff

Capillary rise SM, TS D,M, A mm N
ETa SM, TS D,M, A mm Y
ETp SM, TS D,M, A mm N
Glacier melt SM, TS D, M, A mm Y
Glacier SM, TS D,M, A mm N
percolation

Glacier runoff SM, TS D,M, A mm N
Groundwater SM, TS D,M, A mm N
recharge

Precipitation SM, TS D,M, A mm Y
Rain runoff SM, TS D,M, A mm N
Rainfall SM, TS D,M, A mm N
Rootzone SM, TS D,M, A mm N
drainage

Rootzone SM, TS D,M, A mm N
percolation

Routed SM, TS D,M, A m/s Y
baseflow

runoff

Routed glacier SM, TS D,M, A m%/s Y
runoff

Routed rain SM, TS D,M, A m/s Y
runoff

Routed snow SM, TS D,M, A m®/s Y
runoff

Routed total SM, TS D,M, A m/s Y
runoff

Snow SM, TS D,M, A mm N
Snow melt SM, TS D,M, A mm N
Snow runoff SM, TS D,M, A mm N
Subzone SM, TS D,M, A mm N
percolation

Surface runoff SM, TS D,M, A mm N
Total runoff SM, TS D,M, A mm N

The output variables in SPHY can be of two types (a) Time-series (TS) (b) Spatial maps (SM). The TS
will always have the extension “.tss”. The first column represents the time-step. It always starts at 1 and
ends at final step of simulation. So, if the simulation is between 01-01-2003 and 31-12-2003, then 1
represents 01-01-2003 and 365 represents 31-12-2003. The number of columns, except the first column,
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in a ‘tss’ file represents the number of outlet points created initially in the model. The DTS, MTS, ATS
represents daily, monthly and annual timeseries depending on the user choice on aggregation (see Table
28). RTot, STot, GTot, BTot, QAIll represents rainfall-runoff, snowmelt runoff, glaciermelt runoff,
baseflow, and Total runoff. The ‘Tot’ term represents that the components are routed, and the units are
in cubic meter per second. The SM with prefixes Rain, Snow, Glac, Base, QAIl are self-explanatory. The
additional r after each prefix represents that flow are not routed and units are in mm. For instance, Snowr
represents the non-routed snowmelt-runoff in mm. The suffix 'r’ represents its runoff but not routed. The
prefix D, M, Y represents the aggregation level daily, monthly and yearly. So, if the file name is SnowrM
then its monthly spatial non-routed runoff and so on. Note that the extension of the SM files follows
similar concept as of TS. For instance, BTotM000.365 represents the average of routed baseflow for the
month of January (the year will be start of simulation), BTotM000.365 represents the average of routed
baseflow for the month of December and BTotM000.396 represents the average of routed baseflow for
the month of January next year and so on. There are also some glacier related csv output files
GLAC_T.csv (glacier temperature), Prec_GLAC (precipitation over glaciers), Rain_GLAC.csv (rain over
glaciers), Snow_GLAC.csv (snow over glaciers), ActSnowMelt GLAC.csv (actual snowmelt from
glaciers), TotalSnowStore_GLAC.csv (total snow storage over glaciers), GlacR.csv (glacier runoff) and
so on. Note the first column represents the timestep and other columns represent individual glaciers in
the study region. There are many outputs that can be generated from SPHY, so users are suggested to
read the configuration file and the relevant script as the description of the variable is included as
comments.

Table 28: Description of the most common output files.
Output file Spatial map Units Description

[SM] or time-
series [TS]

RTotDTS.tss This is daily rainfall-runoff time series data at each station

STotDTS.tss TS m®/s This is daily snowmelt runoff time series data at each
station

GTotDTS.tss TS m®/s This is daily glaciermelt runoff time series data at each
station

BTotDTS.tss TS m®/s This is daily baseflow time series data at each station

QAIIDTS.tss TS m®/s This is daily total runoff time series data at each station

RainrM00.031 SM mm This is non-routed spatial rainfall-runoff for the month of

January. M represents the monthly timestep. The 031
represents the last timestep of a particular month.
SnowrM00.031 SM mm This is non-routed spatial snowmelt runoff for the month of
January. M represents the monthly timestep. The 031
represents the last timestep of a particular month.
GlacrM00.031 SM mm This is non-routed spatial glacier melt runoff for the month
of January. M represents the monthly timestep. The 031
represents the last timestep of a particular month.
BaserM00.031 SM mm This is non-routed spatial baseflow for the month of
January. M represents the monthly timestep. The 031
represents the last timestep of a particular month.
TotrM000.031 SM mm This is non-routed spatial total runoff for the month of
January. M represents the monthly timestep. The 031
represents the last timestep of a particular month.
RTotM000.031 SM m®/s This is routed spatial rainfall-runoff for the month of
January. M represents the monthly timestep. The 031
represents the last timestep of a particular month.
STotM000.031 SM m®/s This is routed spatial snowmelt runoff for the month of
January. M represents the monthly timestep. The 031
represents the last timestep of a particular month.
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GTotM000.031 SM m®/s This is routed spatial glaciermelt runoff for the month of
January. M represents the monthly timestep. The 031
represents the last timestep of a particular month.

BTotM000.031 SM m®/s This is routed spatial baseflow for the month of January. M
represents the monthly timestep. The 031 represents the
last timestep of a particular month.

QAIIM000.031 SM m®/s This is routed spatial total runoff for the month of January.
M represents the monthly timestep. The 031 represents
the last timestep of a particular month.

Appendix 3: Soil erosion model input

The most used soil erosion model is the MMF model. However, in SPHY other erosion models are also
implemented. This appendix describes those erosion models and how to use them in SPHY.

MUSLE

The optional K-factor map (soil erodibility) can be provided here. The Wischmeier et al. (1971)
formulations are used (see section 2.8) when this is left empty. In that case, a sand, clay and organic
matter map should be provided in the PEDOTRANSFER section of the config file (even when the
pedotransferfunctions are not used, i.e. if PedotransferFLAG = 0).

The P-factor map indicates the support practice factor, which indicates how conservation measures
reduce soil erosion. While other model parameters may also be used to indicate soil conservation,
such as the C-factor, this factor is often considered to be 1.

A look-up table needs to be defined for the land use specific model parameters. The user needs to
provide a PCRaster table file (*.tbl), where each row represents a land use class. The following data
need to be provided:

Table 29: musle_table
Land use class C-factor Retardance coefficient

-99 1 2

1 0.05 0.1
2 0.4 0.4
3 0.2 0.8

The values for C-factor and retardance coefficient can be obtained from several sources. Successful
applications with the MUSLE soil erosion model were obtained with the C-factor and retardance
coefficient values obtained from Table 30 and Table 31, respectively.

Table 30: C-factor values for different land use classes (de Vente et al., 2009).

Land use classes C-factor

Urban areas 0
Non-irrigated arable land 0.44
Irrigated land 0.25
Rice fields 0.05
Orchards 0.35
Fruit tree plantations 0.30
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Heterogeneous agricultural areas 0.30
Deciduous/evergreen forest 0.002
Coniferous forest 0.004
Mixed forest 0.003
Natural grassland 0.08
Shrubs and transitional woodland / Matorral 0.03
Bare surfaces above 1000 m elevation 0.12
Water surfaces 0

Table 31: Retardance coefficient values for different terrains (Roussel et al., 2005).

Generalized terrain description Dimensionless
retardance coefficient (N)

Pavement 0.02

Smooth, bare, packed soil 0.1

Poor grass, cultivated row crops, or moderately rough packed 0.2

surfaces

Pasture, average grass 0.4

Deciduous forest 0.6

Dense grass, coniferous forest, or deciduous forest with deep 0.8

litter

Table 32: Range for different model parameters

Model parameter Model variable Unit Range/default
Soil erodibility factor K kg h MJ-1 mm-1 0.02-0.69
Erosion control P - 0-1
practice factor
Crop and C - 0-1
management factor
Retardance coefficient N - 0-1

NCA

The INCA soil erosion model requires the following land use specific model parameters (inca_table):

Table 33: inca_table
Land use Vegetation cover Ground cover(Cy) Calibration parameter No

class (V) (as) erosion
-99 2 3 4
1 8.5 0.65 0.7 0
2 5 0.35 1.5 0
3 3.5 0.3 5 0

The vegetation cover (V) is similar to the canopy cover of the other soil erosion models but multiplied
with a factor 10. The vegetation cover is determined by LAl - 10 in case the vegetation module is
used. The ground cover (C4) and “no erosion” columns are similar to the ones used by MMF. The
calibration parameter a4 is described below.

The soil erodibility for splash (Esp) and flow erosion (ErL) can be used for model calibration and have
default values of 0.005 kg m? s and 0.003 kg km= s™.

The splash detachment scaling parameter Cx is a constant with a value of 3 s m™.
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The model parameters a;-as include constants and parameters that can be used for model
calibration. The constants include az (=0 m? s™), a3 (=0.15) and as (=0 m? s"). The other parameters
can be used for model calibration. The calibration parameter a4 can be given as a fixed value for all
model domain or be land use specific using inca_table (Table 33).

Table 34: Model parameters

Model parameter Model variable Unit Range/default
Vegetation cover Vv - 0-10
Ground cover Cq - 0-1
No erosion - Oor1
Soil erodibility for Esp kg m2 s’ 0.005
splash erosion

Soil erodibility for Er kg km? g™ 0.003
flow erosion

Splash detachment Cxi1 sm’ 3
scaling parameter

Flow erosion scaling af sm? 7-15
factor

Flow erosion direct a m2? s 0
runoff threshold

Flow erosion non- as - 0.15
linear coefficient

Transport capacity a kg m2 km 0.7-10
scaling factor

Transport capacity as m? s 0
direct runoff

threshold

Transport capacity as - 0.73-0.9
non-linear coefficient

SHETRAN

The SHETRAN soil erosion model requires the following land use specific model parameters
(shetran_table):

Table 35: Shetran_table

Land Leaf drip Leaf drip Ground cover Canopy Manning No erosion
use diameter (di) distance (Cy) cover (Cc) (n)

class (X)

-99 1 2 3 4 5 6

1 0.005 10 0.65 0.85 0.2 0

2 0.004 0.5 0.35 0.6 0.1 0

3 0.006 0.3 0.3 0.35 0.05 0

The leaf drip diameter should be specified per land use class, with a typical value of around 0.005 m.
See Table 4.2 of Wicks (1988) for values per land use class. The leaf drip distance is similar to the
plant height used in the other models. The same holds for ground and canopy cover, for which the
latter is ignored in case the vegetation module is used. Table 4.2 of Wicks (1988) gives also
suggestions for these model parameters. The Manning’s roughness should be specified for all land
use classes. The “no erosion” (0 or 1) column prevents erosion from happening, for instance for
water and paved land use classes.
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The raindrop impact soil erodibility coefficient k. is typically between 0.1-70 J*, while the overland
flow soil erodibility coefficient ki is typically between 0.5-20 - 10 kg m2 s,

The flow and sediment density can be assumed to be 1100 and 2650 kg m3, respectively.

The particle diameter of the three textural classes should be provided, which can be assumed similar
to the values provided by (Morgan and Duzant, 2008) for the MMF model.

The median grain size Dso can be provided, but when left empty, the median grain size will be estimated
from the particle diameter and texture maps.

The width-to-depth ratio is used to determine the size of the rills, for the calculation of the flow velocity.
Typical values range from 1-3.

The immediate deposition is determined using a transport capacity equation, for which two options are
available, i.e. (1) Yalin (1963) and (2) Hansen and Engelund (1967).

Table 36: Model parameters

Model parameter Model variable Unit Range/default

Leaf drip diameter d m 0.003-0.007

Leaf drip distance X m 0-50

Ground cover Cq - 0-1

Canopy cover Cc - 0-1

Manning n sm'B 0.01-0.5

No erosion - Oori1

Raindrop impact soil  k; J! 0.1-70

erodibility coefficient

Overland flow soil ki kg m2 s 0.5-20 - 10

erodibility coefficient

Flow density p kg m?3 1100

Sediment density Ps kg m® 2650

Particle diameter Oc, Oz, Os, m 2- 610'6, 60 - 10, 200 -
10°

Median grain size Dso pm 1-2000

Width-to-depth ratio WD - 1-3

Capacity equation 1or2

DHSVM

The DHSVM soil erosion model requires the following land use specific model parameters
(dhsvm_table):

Table 37: Dhsvm_table

Leaf drip Leaf drip Ground Canopy Manning Root No
diameter distance cover (Cy) cover(Cc) (n) cohesion erosion
(D) (X) (COH)

-99 1 2 3 4 5 6 7

1 0.005 10 0.65 0.85 0.2 15 0

2 0.004 0.5 0.35 0.6 0.1 1.5 0

3 0.006 0.3 0.3 0.35 0.05 10 0

The leaf drip diameter should be specified per land use class, with a typical value of around 0.005 m.
See Table 4.2 of Wicks (1988) for values per land use class. The leaf drip distance is similar to the
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plant height used in the other models. The same holds for ground and canopy cover, for which the
latter is ignored in case the vegetation module is used. Table 4.2 of Wicks (1988) gives also
suggestions for these model parameters. The Manning’s roughness should be specified. The root
cohesion can be obtained from the EUROSEM manual (Morgan et al., 1998), see also Table 38. The
“no erosion” column (0 or 1) prevents erosion from happening, for instance for water and paved land
use classes.

Table 38: Guide values for root cohesion (COHr; kPa), based on Morgan et al. (1998)

Vegetation type Soil cohesion (COHr) (kPa) ‘
Barley 0.2-0.6
Grass 1-8
Marram grass 1.5-15
Chaparral, matorral 0.3-3
Alfalfa 10
Alder 2-12
Sitka spruce 4-12
Hemlock 1-8
Willow 6
Poplar 2
Maple 4-6
Pines 4-10
Coniferous forest 1-17.5
Candlenut 15-35
Acacia 1-5

A soil class map (SoilClass) should be provided, which is subsequently used to assign soil cohesion
values to the soil classes. The soil cohesion values should be provided in a table, i.e.
dhsvm_cohesion_table:

Table 39: Dhsvm_cohesion_table

Soil class Soil cohesion (COH)

-99 1
1 10
2 3
3 15

The values for soil cohesion can be obtained from the EUROSEM manual (Morgan et al., 1998),
which gives soil cohesion estimates per soil type based on the USDA soil texture classification.

The raindrop impact soil erodibility coefficient k. is typically between 0.1-70 J.
The critical stream power SPy, is typically 0.004 kg m s,

The median grain size Dso can be provided, but when left empty, the median grain size will be estimated
from the particle diameter and texture maps.

vtureWater 122



The width-to-depth ratio is used to determine the size of the rills, for the calculation of the flow velocity.
Typical values range from 1-3.

The minimum water depth should be provided for stability reasons. A value of 0.001 m should give
satisfying results.

The flow and sediment density can be assumed to be 1100 and 2650 kg m3, respectively.

The particle diameter of the three textural classes should be provided, which can be assumed similar
to the values provided by (Morgan and Duzant, 2008c) for the MMF model.

Table 40: Model parameters
Model parameter Model variable Unit Range/default

Leaf drip diameter D m 0.003-0.007

Leaf drip distance X m 0-50

Ground cover Cq - 0-1

Canopy cover Cc - 0-1

Manning n sm'3 0.01-0.5

Root cohesion COH, kPa 0.2-35

No erosion - Oor1

Soil cohesion COH kPa 2-44

Raindrop impact soil  k; J! 0.1-70

erodibility coefficient

Critical stream power  SP kgms® 0.004

Flow density p kg m3 1100

Sediment density Ps kg m® 2650

Particle diameter Oc, 8z, Os, m 2- 610'5, 60 - 10, 200 -
10°

Median grain size Dso pm 1-2000

Width-to-depth ratio WD - 1-3

Minimum water depth  hnin m 0.001

HSPF

The HSPF soil erosion model requires the following land use specific model parameters (hspf_table):

Table 41: Hspf_table

Land use Ground Soil scour detachment No
class cover (CR) (KGER) erosion
-99 1 2 3

1 0.65 0.03 0

2 0.5 0.2 0

3 0.35 0.5 0

Ground cover is similar to all other soil erosion models, specified per land use class. The soil scour
detachment coefficient (KGER) is a model parameter that is a soil erodibility parameter for
detachment by runoff. The “no erosion” column (0 or 1) prevents erosion from happening, for
instance for water and paved land use classes.

The P-factor map indicates the support practice factor, which indicates how conservation measures
reduce soil erosion, which factor is often considered to be 1.

The rainfall detachment coefficient KRER is similar to the USLE K-factor. The Wischmeier et al.
(1971) formulations are used (see section 2.8) when this is left empty. In that case, a sand, clay and
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organic matter map should be provided in the PEDOTRANSFER section of the config file (even when
the pedotransferfunctions are not used (i.e. if PedotransferFLAG = 0). The rainfall detachment
exponent JRER is an exponent in the detachment by raindrop impact formulation.

Similar model parameters exist for the washoff detachment, i.e. KSER and JSER, and for scour
detachment, i.e. KGER and JRER. The soil scour detachment KGER should be left empty when the

land use specific values are provided in hspf_table.

The fraction by which detached sediment storage decreases per time step is defined by AFFIX.

Table 42: Model parameters

Model parameter Model variable Unit Range/default
Ground cover CR - 0-1

Soil scour KGER - 0.01-0.5
detachment

No erosion Oor1
Support practice SMPF - 0-1
factor

Rainfall detachment KRER - 0.14-0.45
coefficient

Rainfall detachment JRER - 1.5-3
exponent

Washoff detachment KSER - 0.1-5
coefficient

Washoff detachment JSER - 1.5-25
exponent

Soil scour KGER - 0.01-0.5
detachment

coefficient

Soil scour JGER - 1-2
detachment exponent

Fraction of sediment AFFIX - 0.05

storage decrease
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